
Policy Study
N. 27

LIBERTY’S DOOM?  
ARTIFICIAL INTELLIGENCE  
IN MIDDLE EASTERN SECURITY

Kristina Kausch 
Coordinator  

 

 
Aitor Bonsoms 

Can Kasapoglu 

Lewin Schmitt 

Žilvinas Švedkauskas





LIBERTY’S DOOM? 
ARTIFICIAL INTELLIGENCE  
IN MIDDLE EASTERN 
SECURITY

Kristina Kausch 
Coordinator  
 

Aitor Bonsoms 

Can Kasapoglu 

Lewin Schmitt 

Žilvinas Švedkauskas 

 

Policy Study
N. 27



Policy Peer Review: Irakli Beridze, Head of the Centre for Artificial Intelligence and 
Robotics at UNICRI, United Nations 
Academic Peer Reviewer: Anonymous 
 
Editing 
Justine Leïla Belaïd 
 
Design layout Maurin.studio 
Proofreading Neil Charlton 
Layout Núria Esparza 
Print ISSN 2462-4500 
Digital ISSN 2462-4519 
Arabic version ISSN 2696-7626 
May 2022 
 

Published by the European Institute of the Mediterranean

POLICY STUDY

This publication has been produced with the assistance of the European Union. The contents of this 
publication are the sole responsibility of the authors and can in no way be taken to reflect the views of the 
European Union or the European Institute of the Mediterranean.

EuroMeSCo has become a benchmark for policy-oriented research on issues related to 
Euro-Mediterranean cooperation, in particular economic development, security and 
migration. With 116 affiliated think tanks and institutions and about 500 experts from 30 
different countries, the network has developed impactful tools for the benefit of its 
members and a larger community of stakeholders in the Euro-Mediterranean region.  
 
Through a wide range of publications, surveys, events, training activities, audio-visual 
materials and a strong footprint on social media, the network reaches thousands of 
experts, think tankers, researchers, policy-makers and civil society and business 
stakeholders every year. While doing so, EuroMeSCo is strongly engaged in streamlining 
genuine joint research involving both European and Southern Mediterranean experts, 
encouraging exchanges between them and ultimately promoting Euro-Mediterranean 
integration. All the activities share an overall commitment to fostering youth participation 
and ensuring gender equality in the Euro-Mediterranean experts’ community. 
 
EuroMesCo: Connecting the Dots is a project co-funded by the European Union (EU) 
and the European Institute of the Mediterranean (IEMed) that is implemented in the 
framework of the EuroMeSCo network. 
 
As part of this project, five Joint Study Groups are assembled each year to carry out 
evidence-based and policy-oriented research. The topics of the five study groups are 
defined through a thorough process of policy consultations designed to identify policy-
relevant themes. Each Study Group involves a Coordinator and a team of authors who 
work towards the publication of a Policy Study which is printed, disseminated through 
different channels and events, and accompanied by audio-visual materials. 



The European Institute of the Mediterranean (IEMed), founded in 1989, is a think 
and do tank specialised in Euro-Mediterranean relations. It provides policy-oriented 
and evidence-based research underpinned by a genuine Euromed multidimensional 
and inclusive approach. 
 
The aim of the IEMed, in accordance with the principles of the Euro-Mediterranean 
Partnership (EMP), the European Neighbourhood Policy (ENP) and the Union for the 
Mediterranean (UfM), is to stimulate reflection and action that contribute to mutual 
understanding, exchange and cooperation between the different Mediterranean 
countries, societies and cultures, and to promote the progressive construction of a 
space of peace and stability, shared prosperity and dialogue between cultures and 
civilisations in the Mediterranean. 
 
The IEMed is a consortium comprising the Catalan Government, the Spanish 
Ministry of Foreign Affairs, European Union and Cooperation, the European Union 
and Barcelona City Council. It also incorporates civil society through its Board of 
Trustees and its Advisory Council. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The research process for this Policy Study was initiated in the fall of 2021 and the 
publication was drafted by March 2022. Given that the topic of the study is time 
sensitive, political developments might have taken place after the study was drafted 
which may contribute to the discussions triggered by this research. 
 
This Policy Study benefitted from a policy peer review done by Irakli Beridze 
(UNICRI). The contents of this publication are the sole responsibility of its authors 
and can in no way be taken to reflect the views of the UNICRI or the United Nations. 
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Executive Summary

The surge of artificial intelligence (AI)-enabled technologies has triggered global debates 
on the potential risks and opportunities of the use of these technologies to enhance 
societies’ prosperity, security and well-being while ensuring human control and 
safeguarding fundamental rights. In the area of security, AI has the potential of making 
key sectors, such as predictive policing, counter-terrorism or border management more 
efficient, just and humane. At the same time, the risks inherent to AI in the security 
sector have raised numerous concerns regarding surveillance and data protection, 
human rights and civil liberties, or the prospect of an arms race in autonomous 
weapons systems, which have overshadowed debates on opportunities.  
 
The Middle East and North Africa (MENA) region presents particular challenges 
in this equation. On the one hand, the region’s myriad security challenges could 
greatly benefit from a booster in security-related problem-solving efficiency. On 
the other, ethical and legal considerations gain particular weight in a region 
largely governed by authoritarian rulers and with a weak rule of law, as these 
conditions prevent thorough AI governance and the necessary checks and 
balances to avoid authoritarian abuse of the ample opportunities presented by AI.  
 
This collection attempts to approach the questions and dilemmas raised by AI in 
Middle Eastern security through a European policy lens. Zooming in on AI in 
border management, surveillance, defence and regulation, exploring both risks 
and opportunities of this set of technologies for the fragile security of the MENA 
region, each chapter draws conclusions for future European Union (EU) policy 
and cooperation with MENA partners on AI.  
 
In the first chapter, Aitor Bonsoms and Lewin Schmitt explore the ways in which 
AI systems are – currently and potentially – used in MENA border and migration 
management. The chapter shows how AI-enabled technologies such as Automated 
Border Controls, smart fencing and patrolling, AI solutions to enhance situational 
awareness and prediction, or AI solutions for transnational counter-terrorism, can 
plausibly contribute to improving crucial aspects of border management. At the 
same time, the widespread use of biometric ID systems, in conjunction with weak 
privacy laws and generally weak rule of law and human rights protections in the 
MENA region, opens the door to authoritarian abuses. In addition, the many 
technical pitfalls of AI in border management make it crucial to build a sound 
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understanding of the different technologies, use cases and accompanying 
challenges. The authors underline how the introduction of intrusive technologies 
into border control threatens the rights of already vulnerable populations. In the 
light of the current pace and trajectory of the rollout of facial recognition 
technology, the authors suggest, it becomes urgent to develop regulatory and 
governance principles that ensure respect for privacy, proportionality, transparency 
and accountability in how these technologies are used, including when managing 
borders.  
 
In the second chapter, Žilvinas Švedkauskas explores how the uptake of AI-
enabled technologies has boosted digital surveillance in the MENA region. Major 
advances in AI, including machine learning for clustering, speech recognition and 
generation, natural language processing, image and video generation, autonomous 
decision-making and intelligent personal assistance, have provided impetus for 
upgrading surveillance solutions. Digital surveillance provides a master-key for 
MENA autocrats, Švedkauskas finds, as it facilitates identification, targeting and 
tracking of political opposition. MENA law enforcement and security agencies, 
telecom and internet service providers (ISP) are employing both mass and 
targeted digital surveillance solutions to track not only criminal suspects but also 
activists and human rights defenders mashed together by diffusion of blurry 
cybercrime laws. With the global shift to fifth generation (5G) networks and 
drastic increases in data capacities and speed, digital surveillance will inevitably 
rely on further automation and AI algorithms. Without policy interventions, the de-
scribed surveillance patterns are likely to mushroom as MENA government 
agencies combine different AI-assisted surveillance solutions from an ever-growing 
pool of tools. The chapter goes on to show how, unlike in other AI segments, 
China is not yet a lead player in the MENA deep packet inspection (DPI) or 
spyware markets as MENA governments have trodden carefully not to get caught 
up in a global techno-political competition between China and the United States 
(US). 
 
In the third chapter, Can Kasapoglu explains how the shifts in the future of 
warfare brought on by AI play out in the Middle East as some countries’ fast 
investment in emerging defence technologies has turned them into unexpected 
pioneers. AI-based investments work as a force-multiplier and strategic enabler 
for a range of segments of military affairs. Robotic warfare in particular will bring 
significant impacts for the future of war, creating a battlefield where trade-offs and 
large-scale destruction are normalised. At the same time, machine-learning 
algorithms will also be able to foresee a conflict’s outcomes and greatly diminish 
human casualties during conflict. Overall, the chapter shows how AI in defence is 
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a double-edged sword coming into play fast that will lead to shifts in the 
geopolitical balance of power, creating new winners and losers. The proliferation 
of AI in militaries will allow smaller powers and non-state actors to use technology 
to increase their impact and leverage. In the Middle East, sophisticated AI-
powered weapons have already become extremely lethal assets. AI can be a true 
force multiplier in Iran’s proxy wars and asymmetric capabilities, which could 
nurture further regional destabilisation. The Abraham Accords have led to an 
emerging Arab-Israeli cooperation on military AI that will hardly be in sync with the 
EU’s restrictive stances on autonomous weaponry and defence use of AI. With 
AI-boosted militaries, Middle Eastern wars will be faster in tempo and broader in 
scope. This will inevitably affect the EU’s strategic outreach and security calculus 
in the region.  
 
In the fourth chapter, Kristina Kausch looks at early AI regulation efforts in the 
MENA region and explores how global advances in AI governance may impact 
both the use and regulation of AI in the EU’s Southern Neighbourhood. While an 
international consensus on ethical principles for AI is emerging and most countries 
rely on a soft law approach, a nascent trend points towards legislative reform and 
hard law regulation. AI regulation in the region remains overall low; a number of 
countries have national AI strategies, a few have soft law guidance, but none has 
yet drafted legislation specifically on AI. The sensitivity of security-related AI in the 
MENA region raises special challenges for regulation in preventing unethical uses 
of AI technologies under authoritarian governance. While the EU lacks jurisdiction 
beyond its borders, debates on the EU’s June 2021 draft AI Regulation have 
raised expectations that the latter may develop an extraterritorial reach. The 
prospects of a “Brussels Effect” (Bradford, 2020) on AI in MENA security are re-
duced, however, by the regulation’s carve-out for military systems and third 
country-law enforcement. At the same time, the EU’s newly revamped 2021 
Export Control Regulation fails to provide an efficient export regime for high-risk 
AI. A potential split of the market in two into a highly regulated EU and an under-
regulated periphery could generate a comparative advantage for China as a 
provider of authoritarian tech, turning the aspired regulatory Brussels Effect into a 
“Beijing Effect”.  
 
A number of overarching themes emerge from the chapters. 
 

•  Governments in the MENA region have embraced AI as a potential booster of 
development and growth, albeit presenting significant regional variation in 
technological maturity and AI uptake. Low AI readiness across the Maghreb 
contrasts with more affluent and technologically advanced economies in the 
Gulf and Israel, where we observe a concerted push to introduce AI into all 
aspects of public life.  

 
• EU policy must conceive AI as a key geopolitical asset and means of 

empowerment for its user, with both the great opportunities and the great 
challenges this empowerment entails. In order to fully understand the 
geopolitical ramifications of its actions and omissions and translate these into 
policy, the EU should take a more active role and geopolitical vision in the pro-
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motion of trustworthy AI technologies and companies, especially considering 
the increasing competition from China. 

 
• The double-edged sword nature of AI is particularly pronounced in the 

security sector. AI is a booster to security capacity, potentially raising human 
security if used in a responsible and accountable manner, and diminishing 
human security if used in an irresponsible, unaccountable manner.  

 
• Especially salient for the MENA region is the inherent tension between responsible 

AI governance and authoritarian rule. Beyond technical flaws and quality concerns, 
the main risk lies in the enormous potential of technology-enabled human rights 
abuses. Consequently, in the MENA authoritarian setting with a generally weak 
rule of law and insufficient human rights safeguards, the risks of AI in security 
currently clearly outweigh the opportunities. 

 
• Digital surveillance, both in mass and targeted form, is a particular, fast-

spreading concern, boosted by the COVID-19 pandemic, that requires urgent, 
concerted action. AI-assisted mass digital surveillance of national internet 
traffic during the last decade has become the norm across MENA countries. 
Moreover, increasing evidence of targeted surveillance attacks on European 
leaders with MENA-produced software also turn the issue into a national 
security problem for EU member states. 

 
These themes lead to a set of implications for EU policy and cooperation with the 
MENA region on AI, leading to the following clusters of the more detailed recommendations 
discussed at the end of each chapter: 
 

•  EU niche for trustworthy AI: In the field of AI in the MENA region, the EU 
should push for regulation in line with emerging international standards for 
trustworthy AI, while at the same time developing its niche in the global AI market 
as quality AI made in Europe. Not only will this meet high demand but others will 
try to imitate it, raising the global bar for AI standards and regulation. 

 
• Sequenced cooperation in the MENA region: Early-stage EU programmes 

aiming to support MENA governments in developing their AI capacity should 
adopt a sequenced approach, which, in a first step, focuses on laying the 
groundwork by working with MENA lawmakers on the development of both soft 
and hard law within a framework of the rule of law; establishment of legal and 
regulatory frameworks for AI, and oversight institutions and mechanisms. 

 
• Capacity development: In a second step, EU cooperation should focus on 

helping to build healthy domestic ecosystems for human-centric, trustworthy AI, 
which can generate local talent and technological capacity, both from a 
development and use perspective, as well as from an institutional and civic ac-
countability perspective. 

 
• Technology transfer/PPP: EU cooperation should seize the high potential for 

technology transfers and capacity-building via public-private partnerships (PPP). 



Policy Study n. 27

Liberty’s Doom? Artificial Intelligence in Middle Eastern Security12

EU governments should encourage the piloting of such technology by private 
sector entities that, in the absence of local rules and regulations, would likely 
adhere to – and transfer – European standards.  

 
• Empower digital rights groups: The empowering feature of AI in MENA 

security in cooperation with governments must be flanked by parallel empowerment 
of societal control mechanisms. The EU should set up a Neighbourhood Digital 
Rights Fund to empower civil society defending fundamental rights in the face of 
emerging technologies. 

 
•  Sharpen EU regulation: The critical risks of AI technology in the MENA security 

sector should inform the EU’s cautionary approach to dual use technology 
exports. To ensure transparency and accountability around exported AI tools, the 
EU should consider the creation of an algorithmic transparency register. Ongoing 
debates around the draft AI Act could be used to further sharpen the provisions 
of the European Export Regulation. Amendments to the draft EU AI Act should 
consider erasing the carve-out for AI systems used by third-country law 
enforcement.  

 
• Impact assessment: Due to the mentioned concerns, cooperation must be par-

ticularly careful and well-designed to avoid empowering the wrong people. Pro-
gramming and policy must do justice to the geopolitical significance of AI 
capability, and should therefore be preceded by a multi-dimensional, cross-
sectoral impact assessment.  

 
• EU Tech Strategy: In the big picture, a deeper understanding of AI as a 

geopolitical asset across EU institutions and policy-making circles must be em-
bedded in a larger EU strategy on the role and uses of technology in the Union’s 
external relations that aligns strategic thinking on AI with that of other emerging 
tech from a geopolitical perspective. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 





Introduction
Kristina Kausch 
Senior Resident Fellow, The German 
Marshall Fund of the United States (GMF) 
 



15Liberty’s Doom? Artificial Intelligence in Middle Eastern Security

In the immediate aftermath of Russia’s in-
vasion of Ukraine on 24 February 2022, it 
became clear that the ensuing war and 
the international reactions provoked by it 
marked the shift towards a new geopolitical 
chapter. In a matter of days, the focal point 
of the Ukraine war firmly anchored the sys-
temic rivalry between democratic and auth-
oritarian great powers that had been building 
up for years as an emerging paradigm of 
international relations.  
 
The global tech competition has been a 
central expression of this simmering systemic 
rivalry, and it has long been understood 
that artificial intelligence (AI) is among the 
elements at the core of this race. With its 
capacity as a force magnifier in anything 
digital, AI readiness is often regarded as 
the new currency for geopolitical stamina 
– including by Vladimir Putin, as documented 
in numerous well-publicised statements. 
The European Union (EU) has – at least 
nominally – acknowledged the magnitude 
of the geopolitical potential of AI tech-
nologies. Its far-reaching efforts to shape 
debates on the global rules for AI, including 
the EU’s 2021 draft AI Act as the first-ever 
horizontal attempt to regulate AI, and the 
Union’s efforts to co-ordinate global AI 
governance in multilateral fora as well as 
in the EU-United States (US) Trade and 
Technology Council, all constitute testimony 
to this insight. 
 
Aside from accelerating geopolitical shifts, 
the Ukraine war, and a few years earlier 
the war in Syria, both triggered or escalated 
by Russian invasion (in February 2022 
and September 2015, respectively), have 
also reminded Europeans how vulnerable 
Europe is to authoritarianism in its im-
mediate periphery. Among the grand les-
sons of these conflicts is the insight that 
the ultimately unpredictable volatility of 
authoritarian rulers makes them unfit as 
key providers for geo-strategically important 
resources to Europe, be it semiconductors, 

energy or other raw materials. Decreasing 
relative dependence on authoritarian sup-
pliers, and investing in partnerships with 
reliable democratic allies, will be key for 
European strategic autonomy.  
 
Europe’s vulnerability to authoritarian de-
stabilisation of its immediate vicinity shows 
EU cooperation frameworks with both East-
ern and Southern Neighbourhoods in a 
new light. In the light of the lessons drawn 
from a fatefully erroneous European ap-
peasement policy vis-à-vis Russia, EU co-
operation frameworks for the entire neigh-
bourhood will need to be re-thought, prio-
rities re-ordered, partnerships re-evaluated. 
In the Middle East and North Africa (MENA) 
region, this means reducing dependency 
on volatile suppliers and boosting investment 
in sustainable partnerships. Above all, how-
ever, it means not tacitly helping to prop 
up an authoritarian model of governance 
that not only makes Europe vulnerable to 
MENA rulers’ potential volatilities, but 
equally importantly, which remains a per-
manent Achilles’ heel for Europe as an 
easy prey for Russian and Chinese hedging 
and leveraging attempts. 
 
Set against this larger geopolitical back-
ground, the way in which AI technologies 
take root in the MENA security sector is 
consequential not only for MENA human 
security but also for Europe’s. Rightfully, 
AI is hailed as a set of technologies that 
has the potential to boost development, 
employment governance and prosperity. 
The sensitive nature of the security sector 
merits greater scrutiny, however. As this 
collection will show, AI’s nature as a booster 
technology also means that its use in an 
authoritarian context, and in a region ridden 
with armed conflict and transnational security 
challenges, the challenges are likely to out-
weigh the benefits unless the governance 
and use of AI systems can be locked into 
a reliable (national or international) frame 
of transparency and accountability. This 
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will be key for EU regulation, policy and co-
operation as the EU considers advancing 
its cooperation with MENA governments in 
ways adapted to the changed requirements 
and priorities of a new geopolitical era. 
 
In defining AI, the present study follows 
the European Commission (EC)’s broad 
2021 formula which defines an AI system 
as “software that … can, for a given set of 
human-defined objectives, generate outputs 

such as content, predictions, recommen-
dations, or decisions influencing the en-
vironments they interact with” (European 
Commission, 2021).1 Considering that AI 
systems are usually embedded as com-
ponents of larger systems, rather than 
stand-alone systems, throughout this volume 
we will synonymously use the terms AI 
system and AI (-enabled) technology to 
mean any AI-based component in software 
and hardware. 

 

1 See also the detailed deliberations on this topic by the EC’s High Legal Expert Group on Artificial Intelligence 
(2018): A Definition of AI: Main Capabilities and Scientific Disciplines, European Commission, 2018.
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The rapid advances in artificial intelligence 
(AI) open doors to benefits and dangers 
alike, which are often a function of the use 
case in which the technology is being de-
ployed. One controversial application domain 
is border control, which the European Com-
mission (EC)’s proposed AI Act classifies 
as a high-risk area. While this would put 
strong constraints on its use within the 
Single Market, much less is known about 
the use of AI in border management in the 
Southern Neighbourhood – despite the re-
gion’s proximity to the European Union 
(EU) and its subsequent importance for 
many migration-related files. How advanced 
are Middle East and North Africa (MENA) 
countries with regards to the use of AI in 
border control management? What oppor-
tunities and risks does the technology hold, 
especially for transnational security and ef-
fective migration management? What key 
debates, dilemmas and trajectories are rel-
evant for the EU and its partners when 
working to strengthen a healthy and sus-
tainable digital transformation in the region? 
 
Although at present the scarce use of AI 
by the region’s security agencies is mainly 
devoted to domestic surveillance, this 
chapter discusses the first steps that are 
being taken towards its implementation in 
border contexts – with considerable variation 
across countries. AI can plausibly contribute 
to improving crucial aspects of border man-
agement and counter-terrorism throughout 
the region. Public institutions often justify 
the deployment of biometric passports and 
ID systems with the acceleration of border 
checks and more convenient passenger 
flows. This enables border agents – and in 
later stages, automated solutions – to 
quickly match passenger records against 

databases of wanted criminals or terror 
suspects, which is also relevant for tracing 
returning foreign fighters. Similarly, AI-
assisted border monitoring tools – for in-
stance, analysis of mobile phone network 
data – can help control irregular migration 
routes, which are often used by transnational 
terrorist networks. However, the introduction 
of AI in the region’s security sector also 
bears many risks. The widespread use of 
biometric ID systems, in conjunction with 
weak privacy laws and generally weak rule 
of law and human rights protections, opens 
the door to authoritarian abuses, which AI 
tools will likely aggravate.  
 
The rapid securitisation and digitalisation 
of border management tools make this sub-
ject particularly timely. On the one hand, 
the security sector’s sensitive nature aug-
ments the broader ethical concerns related 
to the technology’s risks and opportunities. 
On the other, the potential of harm reduction 
(e.g., faster identification of terrorists or 
better control of irregular border movements) 
may provide a powerful imperative for fast 
and unfettered deployment. In order to have 
informed discussions about the most press-
ing dilemmas, it is important to shed light 
on present uses and future developments 
of AI in border management across the 
MENA region. 

AI in border management 

The most prevalent and promising use 
cases for AI technology in border man-
agement and counter-terrorism are auto-
mated border crossing (ABC) technology, 
smart fencing, situational awareness, speech 
recognition, data mining or natural language 
processing.2 In addition, the collection and 

2  Another, highly controversial, application consists of emotion detection technologies, which has been 
piloted by EU-funded projects to supposedly detect deceptive behaviour of visa applicants. Such AI-
based lie-detector techniques are commonly rejected by the research community for their lack of scientific 
base and potential for unethical uses. As we did not find any instances of the use or development of such 
technologies in the MENA region, we have decided not to include it in the present report, but agree with 
warnings regarding the harms associated with such applications.  
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storage of biometric data is an important 
technological precursor and enabler in the 
context of AI for borders. As the infographic 
shows, biometric systems are in place 
across most of the MENA region. Fur-
thermore, the infographic highlights exemp-
lary use cases of AI technology in border 
contexts.  

Generally, around the world, the use of AI 
in border management and counter-ter-
rorism is still in its infancy, which is all the 
more true for the MENA region, where 
counter-terrorism actions are largely based 
on militarised and other more traditional 
intelligence-based approaches. However, 
the last few years have seen an increased 

interest in the topic both by governments 
and businesses. At the October 2021 
Military Radar and Border Security Summit 
in Turkey, which brought together more 
than 100 defence companies from around 
the world to present their border protection 
products, Turkey’s top procurement official 
underlined the importance of integrated 
security solutions, including sophisticated 
electronic sensor systems, for the con-
tinuous monitoring of Turkey’s border to 
prevent unauthorised refugee crossings, 

terrorist activity and smuggling (Ozberk, 
2021). 
 
As justifications for securitising borders 
with such technologies are context-de-
pendent and contingent on political priorities, 
their stated goal can vary widely: to prevent 
terrorists from entering a territory, to under-
mine contraband or human trafficking, but 
also to stem migration or spurn refugees. 
Some of these may seem more inherently 
ethical than others, which immediately 
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raises red flags from a human rights per-
spective. In any case, it is important to 
note that, once such systems are in place, 
they rarely distinguish between target 
groups – no matter whether the original 
intention was in good faith or not. In 
other words, a smart fence erected to 
stop terrorists will most likely make it im-
possible for legitimate asylum seekers to 
cross the border. Similarly, many of the 
discussed technologies and tools can be 
repurposed relatively easily, underlining 
their dual use (or, more accurately, “multiple 
use”) character and the associated chal-
lenges. For instance, an AI system originally 
trained to predict terrorist content on social 
media could easily be targeted to identify 
government criticism and censor opposition 
voices. This is why it is crucial to build a 
sound understanding of the different tech-
nologies, use cases, and accompanying 
challenges. So what are the most relevant 
present and future use cases for AI tech-
nology in border situations and counter-
terrorism? 

Automated border crossings 

ABC technology – sometimes referred 
to as “smart gates” or “eGates” – de-
scribes the use of technology to improve 
identity verifications of travellers crossing 
borders by automating key steps, such 
as the scanning of identity documents 
or biometric markers, and the matching 
against databases or other alert systems. 
While not all current technology platforms 
such as passport terminals rely on AI 
technology, newer-generation ones in-
creasingly do. Furthermore, once legacy 
systems without AI are in place, the 
software and even hardware can usually 
be upgraded relatively easily to include 
AI components. Moreover, it prepares 
security personnel for increasingly auto-
matised procedures and protocols, ren-
dering it a crucial precursor to enable AI 
technology at border crossings. 

To date, there are several cases of ABC 
technology deployed in the MENA region, 
and the proliferation of biometric passports 
is likely to accelerate this trend. Countries 
such as Israel, United Arab Emirates (UAE), 
and Saudi Arabia have created biometric 
civil registries for citizens and expatriates, 
collecting biometric data from everyone 
entering or leaving the country. This data 
predominantly consists of fingerprints, 
though it is increasingly replaced or com-
plemented with other data points, most 
notably facial recognition, but also palm 
and handprints, or digital signatures. Israeli 
authorities have incorporated facial recog-
nition technologies into the checkpoints 
and Closed Circuit Television/Internet Pro-
tocol (CCTV/IP) video surveillance systems 
such as those installed in the West Bank 
for controlling the movement of people in 
and out of the territory. In 2014, the Iraqi 
Kurdistan province of Sulaymaniyah intro-
duced a similar system, based on fingerprint 
data of over one million registered visitors, 
to protect the Kurdistan region from infil-
tration by insurgents and terrorists (M2SYS, 
n.d.). Integrated ABC technology with 
central biometric registers can facilitate 
easier, faster and potentially safer border 
checks. However, they also open the door 
wide to authoritarian abuses, privacy viol-
ations and cyber incidents or attacks.  
 
Other less centralised and less advanced 
applications of biometric identification in 
border environments can be found for in-
stance in Egypt, where biometric gateways 
or biometric access systems have been 
installed at the airports of Cairo, Hurghada 
and Sharm El Sheikh in recent years. No-
tably, they are not currently used to check 
passengers but instead to facilitate access 
controls of its airport staff and thus increase 
onsite security. Following external pressure 
mainly from Russia after the bombing of 
Metrojet Flight 9268 in 2015, these systems 
have been introduced by the private com-
panies running the airport facilities. However, 

It is crucial to 
build a sound 
understanding 
of the different 
technologies, 
use cases, and 
accompanying 
challenges
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given the ongoing resistance of local 
workers, oversight and enforcement of the 
access control system was transferred to 
the police, highlighting both the importance 
of user trust regarding acceptance of AI 
tools as well as the technology transfer 
mechanisms between private and state 
actors. 

Smart fencing and patrolling 

A second border-related application of AI 
technology can be found in so-called “smart 
fencing” projects, also referred to as “smart 
borders” or “smart walls”. The terms describe 
border enforcement solutions that integrate 
advanced technologies into more conven-
tional physical barriers, or even replace 
the latter altogether. These technologies 
can include anything from surveillance tech-
nology such as sensors and scanners (op-
tical, thermal, sonar, radar or otherwise) to 
active deterrence (e.g., loudspeakers issuing 
warning messages or extremely unpleasant 
sounds). In addition, it may consist of sup-
plementary aerial surveillance (drones or 
satellite imagery) or other patrolling devices 
(mainly land robots). They are considered 
“smart” because they feed into and are 
controlled by an integrated software solution, 
which may or may not have automated 
decision-making capabilities (and hence 
may or may not be categorised as AI). 
Conversely, these systems are subject to 
criticism both for technical flaws (some 
systems are quite susceptible to evasion 
or interference) and ethical considerations 
(as they further dehumanise and securitise 
borders).  
 
The Israeli-built Hourglass Project is a 
good example of a “smart fencing” project, 
boasting a 242-kilometre-long fence at the 

Egyptian border; it is equipped with warnings 
systems and information collection devices. 
The visual detection sensors employed are 
dual cameras, which feed the real-time 
data to a control unit that can automatically 
identify and mark objects approaching the 
fence and decide whether or not to set off 
an alarm. Magna, the Israeli developer of 
the system, claims that its “self-learning” 
algorithm achieves “near 100 percent de-
tection probability and almost a zero chance 
for false alarms” (MAGMA BSP, n.d.). 
Israeli authorities also reinforced border 
security with Syria, Jordan and the Gaza 
Strip, including fences equipped with soph-
isticated sensors. 
 
Similar projects have been implemented 
in Tunisia, including at the Tunisian-Libyan 
border.3 This border had for a long time 
been an illegal pass of people and ma-
terials (World Bank, 2017). After 2012, 
the security situation deteriorated further, 
leading to a rise in cross-border terrorist 
and insurgent activity. Grim examples of 
this are the Bardo National Museum terror 
attack in Tunis and the insurgency of Ben 
Gardane; in both cases, many of the 
fighters were trained in Libyan camps 
near the border. To counter the relatively 
unrestrained movement into their country, 
Tunisian authorities – with the support of 
the US and Germany – are deploying an 
integrated electronic security surveillance 
system including high-tech sensors.  
 
AI for situational awareness 
and prediction 

AI and big data analytics are especially 
advantageous when sifting through large 
troves of information in a fast fashion and 
for unearthing patterns that may be hidden 

3  While we could not determine to what extent AI technology is employed at the present stage, it is a first 
step towards meeting security officials’ demand for quick communications with borders and “smart 
borders”, see Hanlon, Q., & Herbert, M. (2015): Border Security Challenges in the Grand Maghreb. 
United States Institute of Peace.
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to the human eye. Hence, it lends itself 
to applications in situational awareness 
and prediction, where data may come 
from hundreds of thousands of sources 
(e.g., social media, mobile phone con-
nection data, CCTV imagery, etc.) that 
need to be combined and automatically 
assessed in order to distil relevant in-
sights and conclusions. As such, we 
found no evidence of current use of this 
kind of AI technology by MENA govern-
ments. However, various global and 
European stakeholders are developing 
solutions to use AI for predicting migra-
tion flows, in particular from the MENA 
region towards Europe. Even if still in 
an exploratory development stage, such 
tools will eventually spread to the MENA 
region as well. At the same time, China’s 
growing investments in surveillance tech-
nology – although still maintaining a 
lower profile in the MENA surveillance 
market, as detailed in chapter 2 – is in-
creasingly offering countries around the 
world alternative supplies for highly in-
trusive tools and systems. 
 
Other AI-related applications intended 
for border control and surveillance are 
autonomous vehicles (land, maritime and 
air) that can enrich the information 
domain for live situational awareness. 
The EU-funded ROBORDER project 
developed various robots for the early 
identification and tracking of illegal acti-
vities and communications. The PGuard 
by Tunisian producer Enova Robotics is 
a fully autonomous and self-driving robot 
capable of patrolling and detecting in-
trusions based on AI – though it is 
mostly exported to European and US 
markets. 
 
When evaluating these developments, 
it is important to consider the double-
edged nature of such tools. While the 
technology may be neutral in its predic-
tions, these predictions may lead to 

highly diverting political decisions. For 
example, when anticipating an uptick in 
refugee flows, a government might either 
decide to set up arrival facilities and 
prepare asylum procedures, or instead 
to build up fences and other security 
measures to stop refugees from entering 
the territory.  
 
In addition to tools targeted at predicting 
migration movements, AI tools in border 
contexts can also be used for trade-re-
lated aspects, e.g. to improve customs 
checks by predicting shipments that 
qualify for further inspection. This is 
demonstrated by a pilot project in the 
UAE. Dubai Customs launched the Siyaj 
(Fence) initiative in 2020 to improve se-
curity and shipment inspection around 
its ports. The integrated control system 
is equipped with AI technologies that 
conduct deep learning on a central da-
tabase – fed with data from advanced 
inspection systems and surveillance de-
vices – to detect illegal shipments and 
deploy drones or rapid intervention teams 
for manual inspections (Dubai Customs, 
2020). 
 
AI technology in counter-
terrorism 

AI technology can also be used in 
counter-terrorism, which – given the 
cross-national nature of many terrorist 
activities – is often related to border 
security. AI, machine learning and big 
data have been used to determine the 
structure of terrorist organisations and 
networks, detecting terrorist propaganda, 
or locating individuals. In this context, 
new technologies and enablers such as 
biometrics become relevant for various 
security-related applications, including 
both border management and countering 
terrorism (i.e., identifying terrorist net-
works or detecting materials suspected 
to be used to conduct violent acts). 
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This is reflected in the security-based 
justification of the Moroccan government 
for having introduced biometric ID cards: 
“to simultaneously fight terrorism and 
guarantee respect for ‘citizens’ rights 
and liberty’” (Rutherford, 2009). 
 
Across the MENA region, Israel is most 
advanced when it comes to using AI 
technology for counter-terrorism. Shin 
Bet, Israel’s internal security service, in-
vested in technologies related to big data, 
learning systems and AI for impeding ter-
rorist attacks before they occur. More 
than a quarter of the Shin Bet’s employees 
have a technological orientation, high-
lighting the scale of investments and di-
rection of travel. Through the Information 
Systems Technology division, the agency 
is developing programmes on computer 
vision, speech recognition, data mining 
and natural language processing (Ganor, 
2019). The implementation of some of 
these technologies in border contexts 
has created concern. The above mentioned 
automatic facial recognition technology 
for checkpoints in the West Bank has re-
portedly been covertly and illegally used 
by security services to monitor Palestinians 
in East Jerusalem (Ziv, 2019). AnyVision, 
the company providing the technology, 
so far denied the “unlawful or unethical 
usage” of its technology for surveillance. 
Still, it markets its products as capable 
of identifying and tracking suspects in 
real-time, predicts dubious behaviour and 
carries out analysis post-incident (Weitz-
berg, 2021). However, such predictive 
analysis of terrorism has been repeatedly 
criticised for being ineffective, risky and 
inappropriate, with one study finding some 
100,000 false positives for every real ter-
rorist detected (Munk, 2017). 
  
In sum, beyond some anecdotal uses and 
justifications, AI for counter-terrorism is in 
an early stage of development and use, 
and there are considerable doubts about 

its performance. Still, the sensitive nature 
of the topic and its many possible reper-
cussions for civil liberties and human rights 
warrants continued and cautious analysis 
of its developments and rollout.  
 

Obstacles and enablers of 
AI in border management 

 
As the stocktaking exercise demonstrates, 
information about the use of AI in border 
management in the MENA region is varied 
but overall scarce. This is partially due to a 
challenging information landscape that 
makes it hard to come across reliable data, 
but mainly because of the fact that AI tech-
nology is not very advanced throughout 
most MENA countries – with Israel and 
some Gulf states being notable exceptions. 
Across the MENA region, the level of 
adoption of AI for border management 
purposes shows considerable variation 
with regards to the extent, scope and ma-
turity of actions. Overall, though, we only 
found scattered examples of current use 
of AI for border management. While this 
observation applies to many emerging tech-
nologies across a range of use cases and 
sectors in the region, it seems especially 
pronounced in the field of law enforcement 
and border management, suggesting that 
a) the region remains a laggard with relatively 
low levels of technology uptake; b) there 
is low demand for AI-based border man-
agement solutions; c) there is insufficient 
supply for AI-based border management 
solutions; d) the technology is simply not 
suited for these types of use cases; e) a 
combination of these factors. Given the 
region’s myriad security challenges, this 
raises the question of whether there may 
be missed opportunities here. In this respect, 
which are the obstacles to the rollout of AI 
technology in the region’s border manage-
ment systems? Which risks and oppor-
tunities are associated to these deployments 
in the region? 
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When tracing the factors that are holding 
back uptake of AI tools amongst the re-
gion’s least advanced countries, the fol-
lowing appear most relevant: (1) low 
cost of labour renders automating many 
security and surveillance tasks cost-in-
efficient; (2) low technical capacity, es-
pecially of law enforcement agencies, 
is a big obstacle to the introduction 
and use of AI tools; (3) lack of legal 
frameworks and coordinated AI policies 
(or, where they exist, they do not address 
law enforcement and border management 
aspects).4  
 
This contrasts with other MENA countries, 
which are more affluent and technologically 
advanced, such as Israel, Qatar and the 
UAE. Here, we observe a concerted push 
to introduce AI into all aspects of public 
life and, accordingly, the use of biometric 
identification and other AI tools for border 
management is much more widespread. 
Yet, as discussed below, certain regional 
and cultural idiosyncrasies slow down the 
rollout of AI technology even in these 
higher-performing countries.  

In addition, the overall maturity of AI-enabled 
technologies in border control is still quite 
low, meaning that there are few established 
products and off-the-shelve solutions avail-
able for purchase and deployment.  
 
Two more, region-specific factors seem 
also to be slowing down the pace of AI 
development, affecting countries across 
the MENA region: linguistic barriers limit 
the power of current text/language-based 
AI applications, and regional (religious) 
customs, especially veiling, hamper the 
more widespread use of facial recognition 
technology.5 However, some countries 
seem eager to turn these regional pecu-
liarities into growth opportunities rather 
than stumbling blocks. For instance, many 
Gulf states are rolling out iris scanning 
technology as a viable alternative to facial 
recognition, thus avoiding the limitations 
posed by veils. The pandemic-induced 
wearing of masks or other face coverings 
has globalised this issue to basically all 
producers of facial-recognition technology, 
though de-masking is still relatively easy 
as it leaves more facial features visible 

4  It is important to point out that some countries do achieve higher technological uptakes despite or even 
because of the lack of regulation. Indeed, restrictive or precautionary regulation, albeit enhancing legal 
clarity, may even establish further obstacles to uptake, especially in a low-income, low-tech business 
environment. On the other hand, many international technology leaders are cautious about the reputational 
and operational risks of entering under-regulated markets. This undermines an important channel of 
technology transfers – a growth driver especially relevant in the emerging AI market. 
5  While some companies declare that they have the ability to overcome the mask and recognise the 
person, a technical executive of a company affirmed that veiling is one of the main obstacles to facial 
recognition in Muslim countries. Contrary to mask, no information was found that the companies are able 
to overcome the veiling and recognise people. 
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Source: Compiled by the authors.  
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than many forms of veils. Some countries 
also specifically aim to become leaders in 
the development of Arabic-language AI 
tools,6 which – as one of the five most 
spoken languages worldwide – has the 
potential of becoming a huge market. These 
Arabic-language tools would be essential 
for the eventual development of region-
specific AI-based counter-terrorism or other-
wise security-relevant surveillance tools. 
 
We furthermore observed that, across the 
region, the trailblazers of using AI in border 
management often seem to be private 
sector actors, notably airport management 
and airlines.7 The Gulf states are exceptions 
to this pattern, since they are home to 
some of the world’s most experimental 
and technologically advanced police forces. 
In addition, the Gulf states tend to be 
characterised by a blurring between state-
owned carriers and public authorities, which 
may accelerate the introduction of AI tools 
but also raises concerns over privacy and 
civil liberties.  
 
Biometric and/or AI-based airport personnel 
access controls and automated passenger 
check-ins are of course no substitutes for 
the traditional, officer-led border checks. 
Yet, they present a crucial precursor for 
later advances and, increasingly, countries 
are piloting the use of fully automated 
border checks, as in Saudi Arabia or the 
UAE. The introduction of AI-powered facial 
recognition and other biometric technology 
to airports as one of the most prominent 
border crossings will familiarise both 
travellers and border agents with the tools 
and procedures, thus facilitating their event-
ual integration into border controls. Experi-
ences with dissatisfied workers at Egyptian 

airports, who were sceptical of biometric 
controls, highlight the need for gradual im-
plementation and accompanying aware-
ness-raising measures if one wants higher 
acceptance by target populations. This is 
especially relevant in authoritarian settings, 
where citizens may rightly be concerned 
about ceding critical data to the state. Fur-
thermore, technology and capability transfers 
from (mainly foreign) private enterprise to 
government and security agencies are likely 
to accelerate the spread of AI, a factor 
even more relevant for those countries that 
may otherwise lack the necessary technical 
expertise and talent for cutting-edge tech-
nology. 
 
While obstacles are plenty, several enablers 
are being put in place across the region, 
which could facilitate the eventual intro-
duction of AI-based border management 
technology. Amongst those, the most rel-
evant enabler is the rollout of biometric 
identity documents, which over the past 
years occurred in most of the countries in 
the region.8 Egypt, Syria and Tunisia are 
prominent cases still without biometric ID 
cards or passports, with Tunisia standing 
out for its parliament citing privacy grounds 
as the reason to reject it. While war-torn 
Libya and Yemen have also not yet intro-
duced fully-fledged biometric ID systems, 
the latter has previous experience with a 
comprehensive biometric voter registration 
database covering the data of 14 million 
voters (M2SYS, 2014).  
 
A second enabler may be the rollout of 
ambitious national AI strategies as the 
most visible proof that the government is 
considering the technology (see also the 
discussion on AI regulation in Kristina 

6  E.g., the Qatar Computing Research Institute or Saudia Arabia’s King Salman Global Academy for 
Arabic Language in cooperation with THIQAH Business Services.
7  E.g., Emirates or the Egyptian Holding Company for Airports and Air Navigation. 
8  See infographic.
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Kausch’s chapter of this volume). While 
there is currently a general lack of legal 
certainty and political frameworks to steer 
the development of AI, there are several 
noteworthy developments to address this 
gap. Several Arab countries have recently 
published AI strategies (UAE in 2017, 
Qatar in 2019, and Jordan in 2020). How-
ever, these strategies have in common that 
there are no mentions of the technology’s 
potential use for law enforcement, border 
management, counter-terrorism, and/or 
other security concerns.9 The same applies 
to the existing AI strategies of North African 
countries, notably Algeria (2020) and Egypt 
(2021), and others in progress like the 
case of Tunisia. Meanwhile, others such as 
Morocco have not yet developed a national 
strategy but dedicate public resources to 
research on AI (Okechukwu Effoduh, 2020). 
Saudi Arabia and the UAE stand out for 
an experimental, trailblazing openness when 
it comes to implementing AI and other 
new technologies into their security and 
law enforcement agencies. Using sandboxes 
and piloting programmes may be an effective 
way for governments across the region to 
enhance the pace of technology uptake, 
though the often impromptu nature of such 
initiatives also augments the associated 
risks. 
 
A third enabler is more structural: the po-
tential of improving law enforcement per-
formance and reducing harm (e.g., faster 
identification of terrorists or better control 
of irregular border movements) may provide 
a powerful imperative for fast and unfettered 
deployment. In addition, economic benefits 

(cost cuts), as well as external pressures 
(e.g., international aviation security standards, 
requirements in partnerships/funding pro-
grammes), may accelerate the transition 
towards more AI in border management 
and law enforcement. Indeed, we found 
that external pressures and cooperation 
have played a critical role in the deployment 
of facial recognition technology at Egyptian 
airports, in the construction of smart border 
components in Tunisia, and in various in-
stances of technological capacity-building 
of police and security forces across the 
region. As the world is accelerating the 
development and use of AI, this trend will 
likely increase even further the expectations, 
demands and supplies for such technologies 
to law enforcement and security agencies 
across the region. 
 
De-humanising borders? 
Risks and opportunities 
of AI border management 

Some of the most pertinent risks and op-
portunities related to the use of AI in border 
management reflect universal concerns in 
the global debate on AI. However, it is im-
portant to highlight how they play out in 
the MENA region and how regional idio-
syncrasies render these concerns more or 
less salient. There are clear advantages of 
developing and rolling out certain AI tech-
nologies in border-related security domains, 
such as improved cross-border flows (of 
passengers and goods) and potential harm 
reduction (identification of criminal activity, 
combating cross-border terrorism). However, 

9  The analysis of AI strategies yielded very few examples of the use of AI in border management and even 
fewer mentions of counter-terrorism strategies, despite the many security problems of the region. There 
are at least four possible explanations for why law enforcement and border management are not 
addressed in these strategies. First, it may simply have escaped policy-makers’ minds as the initial public 
debate is focused on less concrete, abstract problems. Second, it was a strategic choice by governments 
to leave these sensitive issues out of the scope of their AI policies. Third, the broad high-level nature of 
these documents led their authors to refrain from spelling out such specific use cases, which would be 
developed in subsequent plans. Fourth, they consider that AI technologies will be not useful or available 
for their countries for law enforcement and border management. If it was indeed a purposeful omission, 
was it to stifle debate or because governments do not want to go down this path?  
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the introduction of AI in the region’s security 
sector also bears many risks. Across the 
region, there is relatively little debate about 
these issues. Whether this may be a re-
flection of political realities in which other 
more pressing issues dominate the agendas, 
or in which public criticism of government 
policy is stifled by repressive regimes, or 
of more general deficits in AI capacities – 
it is extremely problematic for the prospects 
of introducing AI in a way that is compatible 
with human rights and civil liberties. 
 
In terms of risks, the use of AI in border 
management suffers from some of the 
common pitfalls that characterise present-
day algorithmic technology across appli-
cation domains. The underlying data may 
be biased or inaccurate and, consequently, 
algorithms often produce erroneous outputs. 
As a recent report on facial recognition 
technology deployed in border-crossing 
contexts such as airports notes, even the 
best algorithms misrecognise black women 
twenty more times than white men (Israel, 
2020). This in turn might lead to a racialised 
differential treatment, perpetuate negative 
stereotypes or discriminate against certain 
groups. In other settings, high false-positive 
rates may be costly as patrol units will 
have to be deployed unnecessarily. Worse 
yet, individuals that are unwarrantedly 
flagged for searches or even subjected to 
pushbacks may see their human rights vi-
olated. In the absence of clear and solid 
legal frameworks on both AI and human 
rights safeguards, there is no effective 
path for legal redress or other forms of ac-
countability, meaning that wrong decisions 
or systematically flawed technology are 
unlikely to get corrected.  
 
Beyond such technical flaws, the main risk 
lies in the enormous potential of technol-
ogy-enabled human rights abuses, and AI 
tools in border contexts are no exception 
here. The widespread use of biometric ID 
systems and weak privacy laws, in con-

junction with generally weak rule of law 
and human rights protections, opens the 
door to authoritarian abuses. In this regard, 
the security sector’s sensitive nature aug-
ments any ethical concerns related to the 
technology’s risks and opportunities. In a 
border context, AI tools may further inhibit 
freedom of movement and international 
travels of potentially persecuted citizens, 
as highlighted by the case of Patrick George 
Zaki, an Egyptian student activist who was 
retained at Cairo airport upon returning 
from his research stay in Italy (Al Jazeera, 
2020). Many of the applications discussed 
above can easily be repurposed to target 
different populations or to perform different 
tasks. Thus, a facial recognition software 
initially sold to a government to enable it to 
quickly identify international terror suspects 
at airport crowds could end up in the 
hands of the domestic security apparatus 
of repressive regimes, serving to track 
down opposition members, critical jour-
nalists, or other unwanted individuals. Ample 
scenarios and examples of how AI tech-
nology can bolster authoritarian governments 
and practices across the region form a 
common thread across all chapters of this 
volume.  
 
Furthermore, the introduction of intrusive 
technologies into border control threatens 
the rights of already vulnerable populations. 
As a United Nations (UN) report warns, 
“governmental and humanitarian biometric 
data collection from refugees and migrants 
has been linked to severe human rights vi-
olations against these groups” (Achiume, 
2020). Data collection by border surveillance 
systems usually occurs without taking the 
consent of migrants – or, where it happens, 
it may be under questionable quasi-coercive 
conditions. 
 
Lastly, there are arguments to be made 
that are familiar from weapons proliferation 
discussions: what happens when secur-
ity-relevant digital infrastructure such as 
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government-level AI tools falls into the 
wrong hands? Even when assuming that 
governments and businesses operating 
under their jurisdiction are benign actors 
and follow established rule-of-law principles 
and human rights standards, there would 
still be grounds for concern in a region 
ripe with security issues and political in-
stability. Grave issues with rolling out tech-
nology that gathers and stores sensitive 
personal data have been brought to light 
by recent developments in Afghanistan. 
The sudden takeover of the Taliban has 
also given them access over massive bio-
metric databases and equipment, reportedly 
including iris scans, fingerprints, and other 
sensitive data of Afghan security forces 
(Guo & Noori, 2021). While it is unclear 
whether and how they will be able to use 
this data – much of which is stored on re-
mote servers – there are reasonable fears 
of reprisals and targeted retribution against 
Afghans collaborating with the previous 
government. Even beforehand, there were 
reports about Taliban fighters using biometric 
devices to identify their victims – likely en-
abled via collaborators who worked for 
the government and thus had access to 
the databases. For precisely those concerns, 
US troops that gathered troves of biometric 
data on around 3 million Iraqi collaborators 
decided to not pass over that information 
to the Iraqi government after their withdrawal, 
worrying that it could become a hit list if it 
gets into the wrong hands. Instead, the 
data is stored and controlled within the 
US – which ensures data security but also 
raises numerous ethical questions over the 
legitimate ownership of the data or the 
right to privacy of those included therein. 
This underlines how international partners 
cooperating on data- and AI-based tech-
nologies in volatile environments need to 
put extra effort on privacy and data security 
aspects, putting in place contingency plans 
as well as meaningful ways to control 
access to critical information. This is es-
pecially relevant for border-related appli-
cations such as visa or entry/exit registries 

and biometric databases more widely, all 
of which contain potentially critical informa-
tion. 
 
Keeping in mind these substantive risks, 
there are also opportunities to be found 
with the introduction of AI technology in 
border management. Automated identity 
checks not only allow for more convenient, 
accelerated passenger flows, but also fa-
cilitate the matching of passenger records 
against local and international databases 
of wanted criminals or terror suspects. For 
instance, INTERPOL’s facial recognition 
system has helped identify “almost 1,500 
terrorists, criminals, fugitives, persons of 
interest or missing persons” since its launch 
at the end of 2016 (INTERPOL, n.d.). 
Currently, this process is not automatically 
integrated into border checks, and potential 
matches require manual review by human 
INTERPOL officers. Yet, the current pace 
and trajectory of the rollout of facial recog-
nition technology suggests that, within a 
few years, the necessary infrastructure will 
be in place to upscale such systems. Fur-
thermore, besides the INTERPOL database 
to which access is moderated and relatively 
restricted, national governments are most 
likely going to build up their own lists. In 
this light, it becomes all the more urgent to 
develop regulatory and governance prin-
ciples that ensure respect for privacy, pro-
portionality, transparency and accountability 
in how this technology is used.  
 
Additionally, familiarity with AI tools for a 
given application often paves the way to 
other use cases, inspiring security agencies 
to invest in necessary talent and equipment. 
For instance, knowledge and tools for 
airport crowd controls and video recognition 
may also be useful at smart borders and 
satellite image analysis, where they can fa-
cilitate the control of irregular migration 
routes, which are often abused by trans-
national terrorist networks (Monroy, 2020). 
Likewise, AI-powered surveillance and 
social media screening tools may flag po-
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tentially dangerous passengers and subject 
them to more detailed screening by border 
guards. Such software may also serve as 
a sentinel for migration flows (e.g., by 
picking up anomalies in the connections 
of remote cell towers, by tracking social 
media users’ location data, etc.).  
 
Yet, precisely this cross-fertilisation – if left 
unchecked – could further aggravate the 
aforementioned risks. For instance, AI tools 
and knowhow originally developed for legit-
imate border control and counter-terrorism 
purposes may also be used to identify 
protestors, track down critical journalists 
or identify opposition networks. Accordingly, 
there are a number of considerations that 
responsible lawmakers, governing bodies 
and law enforcement agencies in the MENA 
countries need to address when rolling 
out AI-based technologies. These are 
equally relevant for EU policy-makers aiming 
to support the region’s trajectory towards 
democratic governance and rule of law.  
 
Conclusions and policy 
recommendations 
 
At present, the use of AI by the region’s 
security agencies is mainly devoted to 
lower-level border control, compared to 
the more advanced uses in domestic sur-
veillance. Although great ambitions laid 
down in national AI strategies contrast 
with still rudimentary implementation overall, 
there is considerable variation in the extent 
of AI tools being used, and other forms of 
application are spreading fast. Throughout 
the region, AI can plausibly contribute to 
improving crucial aspects of border man-
agement and related security aspects. 
However, precautionary measures, such 
as those outlined below, are a must if the 
potential downfalls are to be avoided.  
 
To ensure accuracy, fairness and propor-
tionality of the employed technologies, the 

relevant authorities should strive for a 
maximum degree of transparency and ac-
countability. This may contradict long-
held instincts of security services, who 
are used to operating in the dark. However, 
the immaturity of current AI systems has 
repeatedly led to systematic errors and 
built-in biases, which are not easy to 
detect and may result in unintended con-
sequences. Given the currently low levels 
of technological capacity in most of the 
region, transparency and external scrutiny 
will reduce the likelihood of such mal-
functioning. Furthermore, it will add to 
societal trust in these systems in the long 
term, which is an essential precursor for 
their eventual large-scale, frictionless de-
ployment.  
 
Such confidence-building measures will 
also increase the appetite for leading in-
ternational AI developers to engage with 
MENA partners in on-the-ground projects, 
as it reduces the reputational and operational 
risks. There is high potential for technology 
transfers and capacity-building via public-
private partnerships (PPP), especially for 
emerging technologies such as AI, and 
this has also been manifested in the context 
of border control. Additionally, governments 
can encourage the piloting of such tech-
nology by private sector entities – who, in 
the absence of local rules and regulations, 
would ideally stick to European standards. 
  
Overall, the use of AI technology in border 
control and counter-terrorism is still nascent, 
and MENA countries should not rush their 
deployment. However, now is a good mo-
ment to lay the ground for their eventual 
gradual introduction so that, as the tech-
nologies mature and develop, the countries 
will already have corresponding frameworks 
and sufficient capabilities to absorb and 
integrate them. In this light, there are some 
steps that the EU side can take to support 
willing partners from the Southern Neigh-
bourhood.  
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Figure 1. Supply of AI technologies (by source) 

Source: Compiled by the authors based on primary and secondary sources. The figure summarises 
available information on tech origins for the use cases of AI-related technologies in border contexts 
(including biometric systems).
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1. Early-stage EU programmes aiming to 
support MENA governments in devel-
oping their AI capacity should adopt a 
sequenced model that focuses on laying 
the groundwork first: establishment of 
legal and regulatory frameworks for AI 
oversight mechanisms/institutions. As 
the EU is often perceived as a reference 
actor in regulatory and ethical questions 
on AI, it should use its standing to 
leverage the implementation of high 
standards in its partners from the South-
ern Neighbourhood, especially for such 
high-risk applications as border control 
and counter-terrorism. Where domestic 
frameworks are lacking – or where 
there are justified doubts regarding 
their enforcement – the EU should at 
the very least require adherence to in-
ternationally agreed minimal standards, 
such as the Organisation for Economic 
Co-operation and Development (OECD) 
Principles on Artificial Intelligence.  

2. Secondly, they should also focus on 
building up healthy domestic eco-
systems, which can generate local talent 
and technological capacity, both from 
a development and use perspective, 
but also from an institutional, journalistic 
and civil society “control” perspective. 

3. Moreover, it is recommendable to follow 
the early developments in the applica-
tions of AI in counter-terrorism or facial 
recognition of veiled people through 
research programmes that consider 
both technical and socio-political as-
pects. This is a nascent field where law 
and ethical standards will need to de-
velop in accordance with EU regulation, 
which, given their prominent role, can 
shape standards and rules around the 
world.  

4. The EU should take a more active role 
and geopolitical vision in the promotion 
of trustworthy AI technologies and com-
panies. As the infographic shows, EU 
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and US producers of relevant tech-
nologies already have a considerable 
footprint in the MENA region. Yet, Chi-
nese competition is fast increasing its 
presence across these markets.  

5. In all this, the increasing use of AI tech-
nology in critical sectors such as border 
control should reinforce the EU’s cau-
tionary approach to technology exports, 
especially those considered dual-use. 
One concrete step to ensure transpar-
ency and accountability around exported 
AI tools would be the creation of an al-
gorithmic transparency register, akin to 
those developed by the city governments 
in Amsterdam and Helsinki. Such a 
register would list all technology exports 
and deployments which are co-financed 
by the EU or which had required ap-
proval of an EU export licence. Fur-
thermore, the EU should continue to 
mainstream the so-called “human se-

curity” dimension into all of its police 
training, capacity-building and cooper-
ation missions.  

6. Related to dual-use issues, it is fur-
thermore crucial to sharpen the definition 
and specifically target tools that can 
affect civilian security concerns. At pres-
ent, the EC communicates about “civilian 
goods and technologies with possible 
military or security use” (highlight by 
authors), whereas the regulation refers 
only to “civilian and military” uses, thus 
restricting the scope significantly and 
potentially circumventing the regulation’s 
applicability regarding border control 
tools, which are often operated by 
police forces (and hence considered 
civilian). A dedicated research pro-
gramme or commissioned Joint Re-
search Centre study on this potential 
grey zone may provide clarity and outline 
paths for addressing this problem.  



33Liberty’s Doom? Artificial Intelligence in Middle Eastern Security

References 

ACHIUME, E. T. (2020). Report of the Special Rapporteur on contemporary forms of 
racism, racial discrimination, xenophobia and related intolerance. United Nations. 
 
AL JAZEERA (2020, February 9). Egypt arrests, tortures human rights advocate: 
Rights group. Retrieved from https://www.aljazeera.com/news/2020/2/9/egypt-ar-
rests-tortures-human-rights-advocate-rights-group  
 
DUBAI CUSTOMS (2020, August 06). Dubai Customs launches Siyaj (Fence) Initi-
ative to foster border security, facilitate trade. Retrieved from https://www.dubaicus-
toms.gov.ae/en/NewsCenter/Pages/NewsDetail.aspx?NewsID=1515  
 
GANOR, B. (2019). Artificial or human: A new era of counterterrorism intelligence? 
Studies in Conflict & Terrorism, 44(7), 605-624. 
 
GUO, E., & NOORI, H. (2021, August 30). This is the real story of the Afghan bio-
metric databases abandoned to the Taliban. MIT Technology Review. Retrieved from 
https://www.technologyreview.com/2021/08/30/1033941/afghanistan-biometric-da-
tabases-us-military-40-data-points/  
 
INTERPOL (n.d.). Facial recognition. Retrieved from https://www.interpol.int/en/How-
we-work/Forensics/Facial-Recognition  
 
ISRAEL, T. (2020). Facial Recognition at a crossroads: Transformation at our Borders 
& Beyond. Samuelson-Glushko Canadian Internet Policy and Public Interest Clinic. 
 
M2SYS (2014, August 19). M2SYS Technology deploys TrueVoter biometric voter 
registration software solution In Yemen. Retrieved from https://www.m2sys.com/ 
m2sys-deploy-truevoter-yemen-biometric-voter-registration-solution/  
 
M2SYS (n.d.). Biometric system for Iraqi border patrol security. Retrieved from 
https://www.m2sys.com/biometric-fingerprint-software-case-studies-iraqi-border-control/  
 
MAGMA BSP (n.d.). MAGMA BSP traffic managment solutions. Retrieved from 
https://magnabsp.com/about-us/  
 
MONROY, M. (2020, June 28). EU pays for surveillance in Gulf of Tunis. Retrieved 
from Digit.site36 Web site: https://digit.site36.net/2020/06/28/eu-pays-for-surveillan-
ce-in-gulf-of-tunis/  
 
MUNK, T. B. (2017). 100,000 false positives for every real terrorist: Why anti-terror al-
gorithms don’t work. First Monday, 22(9).  
 
OKECHUKWU EFFODUH, J. (2020, October 20). 7 ways that African states are 
legitimizing artificial intelligence. openAIR. Retrieved from https://openair.africa/7-
ways-that-african-states-are-legitimizing-artificial-intelligence/  
 



Policy Study n. 27

Liberty’s Doom? Artificial Intelligence in Middle Eastern Security34

OZBERK, T. (2021). Unmanned tech dominates Turkey’s border security summit. De-
fense News. Retrieved from https://www.defensenews.com/unmanned/2021/10/28/ 
unmanned-tech-dominates-turkeys-border-security-summit/ 
 
RUTHERFORD, M. (2009, December 1). Morocco issues biometric ID cards. CNET. 
Retrieved from https://www.cnet.com/news/morocco-issues-biometric-id-cards/  
 
WEITZBERG, K. (2021). Biometrics and counter-terrorism: Case study of Israel/Pa-
lestine. Privacy International. Retrieved from https://privacyinternational.org/sites/de-
fault/files/2021-06/PI%20Counterterrorism%20and%20Biometrics%20 
Report%20Israel_Palestine%20v7.pdf  
 
WORLD BANK (2017). Impact of the Libya crisis on the Tunisian economy. Retrieved 
from https://documents1.worldbank.org/curated/en/517981490766125612/ 
pdf/ACS16340-WP-P158090-PUBLIC-Impact-of-Libya-Crisis-on-the-Tunisian-Econo-
my-Long-Version.pdf  
 
ZIV, A. (2019, November 02). Israeli face-recognition tech used within Israel against 
law, NBC investigation finds. Haaretz. Retrieved from  https://www.haaretz.com/israel-
news/.premium-israeli-face-recognition-startup-used-in-east-jerusalem-nbc-investigation-
finds-1.8057282  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 





Digital Surveillance,  
Master Key  
for MENA Autocrats
Žilvinas Švedkauskas 
PhD candidate, Eberhard Karls Universität Tübingen 
 
 



37Liberty’s Doom? Artificial Intelligence in Middle Eastern Security

The adoption of artificial intelligence 
(AI)-enabled technologies has revol-
utionised surveillance in the Middle 
East and North Africa (MENA) region. 
A decade after the Arab uprisings, the 
question as to how new technological 
breakthroughs in AI will transform these 
information operations in the coming 
years is quickly gaining relevance as 
authoritarian regimes in the MENA re-
gion have consolidated power domes-
tically and seek to expand their influence 
abroad. 
 
Authoritarian resilience in the region 
broadly rests on the adaptive capabilities 
of incumbent governments and their 
success in utilising advances in digital 
technologies to enhance political control. 
As reports by digital rights groups like 
Citizen Lab, Access Now (2020) or 
Amnesty International (2022) vividly il-
lustrate, MENA state agencies have 
continuously weaponised digital tools 
against non-state actors such as jour-
nalists, academics and activists. AI-as-
sisted digital technologies have effectively 
prolonged the reach of MENA security 
agencies, enabling them to go after dis-
sidents both at home and abroad (Šved-
kauskas, 2019). Moreover, recent rev-
elations that the Moroccan secret ser-
vices used sophisticated spyware to 
surveil the French President Emmanuel 
Macron, his ministers, and prominent 
journalists (Chrisafis et al., 2021) show 
that MENA governments do not shy 
away from instrumentalising AI-assisted 
technologies vis-à-vis a member state 
of the European Union (EU). 
 
Though cybersecurity is often defined 
as providing safety “for the state from 
decentralised actors” (Egloff, 2022; 
Abrahams, 2021), evidence from the 
MENA region turns these assumptions 
upside down. In the light of the fact that 
MENA countries come third after China 

and Russia in contemporary debates on 
“digital authoritarianism” (Polyakova & 
Meserole, 2019), this chapter focuses 
in on AI-enabled digital surveillance as 
yet another item on the authoritarian 
“menu of manipulation” (Schedler, 2002).  
 
In a nutshell, digital surveillance provides 
a master-key for MENA autocrats: it fa-
cilitates identification, targeting and re-
pression of dissidents, follow-up tracking 
of their associates, whereas manipulation 
of social media platforms via bots and 
trolls enables the narrative to be reshaped 
around their surveillance-related deeds. 
As the following sections narrate, thanks 
to AI technologies, such information op-
erations are more far-reaching and com-
prehensive than ever.  
 
Academic and policy literature presents 
a general distinction between targeted 
and mass surveillance (Shires, 2021). 
While most of the public attention and 
reporting focuses on targeted surveil-
lance of high-profile individuals, like 
President Macron or Saudi dissident 
Jamal Khashoggi, in scope it accounts 
only for a fraction of surveillance of na-
tional internet communications via deep 
packet inspection (DPI). Major progress 
in AI of the past years, including machine 
learning for clustering, speech recognition 
and -generation, natural language pro-
cessing, image and video generation, 
autonomous decision-making and intel-
ligent personal assistance, has provided 
impetus for upgrading both mass and 
targeted surveillance solutions.   
 
To account for political implications of 
fast-paced technological transitions, this 
chapter explains how AI boosts different 
types of surveillance, and maps known 
digital surveillance abuse cases involving 
MENA law enforcement, security 
agencies and external subcontractors 
dominating the regional market. 
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Mass surveillance: 
automated internet-
filtering 

 
DPI technology enables real-time monitoring 
and analysis of incoming and outgoing in-
ternet traffic, packets of data passing 
through national networking hubs, effectively 
establishing a gate-keeping filter for all in-
ternet traffic to and from servers within na-
tional jurisdiction.10 With DPI in use, network 
operators can identify the origin and content 
of data packets, categorise them, and auto-
matically filter the internet traffic. If needed, 
DPI may be used to monitor all traffic from 
a specific IP address or a mail server, and 
even reassemble e-mails as they are typed. 
Hundreds of thousands of transactions 
can be monitored each second. With the 
introduction of machine learning, DPI sys-
tems can achieve greater precision in cat-
egorisation and are able to automatically 
update themselves to recognise evolving 
attempts at DPI circumvention through en-
cryption or virtual private networks (Nguyen 
& Armitage, 2008; Trivedi & Patel, 2016).11  
 
Beyond mere monitoring, DPI is also used 
to speed up, slow down, block, filter, or 
otherwise make decisions about the in-
coming internet traffic. Mostly deployed 
for benign uses such as network manage-
ment, targeted advertising or dealing with 
copyright infringements, DPI is however 
also instrumentalised as a tool for govern-
ment surveillance and fine-grained censor-
ship which does not require nationwide in-
ternet shutdowns or blanket bans on social 

media platforms (Mohalski & Schulze, 2011; 
Parsons, 2009; Shires, 2021).  
 
While government actors such as law en-
forcement or security agencies themselves 
do not usually possess the necessary hard-
ware or the right kind of technological ex-
pertise to deploy DPI, they subcontract 
these services to private entities. National 
telecommunication companies and internet 
service providers (ISPs) occupy a central 
position in this ecosystem. Communications 
ministries, information technology authorities, 
or national cybersecurity institutions in the 
MENA region mandate telecom companies 
and ISPs to install and run DPI solutions 
and provide access to gathered personal 
data for security and law enforcement 
agencies upon request (Shires, 2021). For 
example, since 2018 the Egyptian cyber-
crime law obliges ISPs to retain users’ 
personal information and details of their 
online activity, which must be released to 
security bodies upon request (al-Abd, 
2018). 
 
While MENA countries remain net importers 
of digital infrastructure (UNCTAD, 2022), 
regional telecoms and ISPs turn to leading 
international tech corporations for deploying 
and upgrading AI-assisted DPI tools.12 In-
terestingly, some of these companies have 
been red-flagged by digital rights groups 
for breaching guiding principles on business 
and human rights.13 
 
Since most of the deals in the DPI industry 
remain undisclosed, leaked contracts be-
tween MENA governments and international 

10  Interview with a computer science expert, December 3, 2021.
11  All DPI products currently in use benefit from artificial intelligence/machine learning techniques for 
making sense of collected data. For example, see CISCO (2021).
12  According to Research and Markets (2021), the major players in the global DPI market are 
predominantly American, and include Cisco Systems, IBM, HPE, Palo Alto Networks, and Extreme 
Networks. American Israeli Check Point Software Technologies, Israeli Allot Communications, Chinese 
Huawei Technologies, Canadian Sandvine Incorporated also have a stake in the global DPI market.  
13  See UNOHCHR (2021).
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DPI suppliers, together with code traces 
on the world wide web discovered through 
digital forensics serve as main evidence 
for deployment of mass digital surveillance 
solutions. Interestingly, instead of sub-con-
tracting industry’s frontrunners, MENA gov-
ernments seem to prefer to deal with sec-
ond-tier players in the global DPI market, 
which may be explained by a lower level of 
international scrutiny and pressure for ap-
plying end-use monitoring faced by these 
enterprises.14 Canadian, American and 
French companies have been red-flagged 
so far (Dalek et al., 2016; Dalek & Senft, 
2011; Privacy International, 2016). 
 
In 2015, the Moroccan government was 
revealed to have invested 2 million euros 
in the Eagle surveillance system. After 
the Arab Spring protests in 2011, it 
allowed the government to perform cen-
sorship and monitoring of internet traffic 
using AI-assisted DPI. Eagle was devel-
oped by Amesys (currently Nexa Tech-
nologies), a French company that also 
sold DPI technology to Libyan security 
agencies under the former President 
Muammar Ghaddafi (Champagne-Kitetoa 
2015).15 Around the same time, reports 
found DPI solutions developed by Cali-
fornia-based ICT company Blue Coat 
being used to monitor web traffic and 
block access to websites in Syria, Bahrain, 
Qatar and the United Arab Emirates (UAE) 
(Valentino-De-Vries et al., 2011; Dalek & 
Senft, 2011). 

In the aftermath of the 2011 Arab uprisings, 
a fast-paced diffusion of DPI tools in the 
MENA region has been well documented. 
Strikingly, in 2013, 400 devices in 61 
countries around the world were found to 
use DPI for mass digital surveillance with 
the majority of MENA states represented, 
including Bahrain, Kuwait, Qatar, Saudi 
Arabia, UAE, Iraq, Lebanon, Egypt and Tur-
key (Marquis-Boire et al., 2013). Local pri-
vate actors have facilitated the technical 
uptake of AI-enabled mass surveillance 
capacities of the Arab states by mediating 
between Western companies and law en-
forcement and security agencies in the re-
gion. For example, a reseller in the UAE 
was sanctioned by the US Bureau of In-
dustry and Security for re-exporting Blue 
Coat products to the Syrian regime (2020). 
In another instance, in 2014 Egyptian state 
security openly announced that it would 
install Blue Coat DPI acquired via a local 
reseller “See Egypt” to not only counter 
radicalisation online, but to also to monitor 
LGBTQ+ websites and social media plat-
forms en masse (Frenkel & Atef, 2014). 
 
Digital repression of MENA civil society 
and minority groups assisted by Western 
DPI technologies comes in two forms. 
First, by blocking freedom of expression 
online. AI-powered categories curated by 
Canadian DPI Netsweeper16 have been 
found to facilitate miscategorisation and 
censorship of content associated with 
LGBTQ+, civil rights and advocacy organ-

14  Interview with MENA cybersecurity expert, February 15, 2022. It is important to note that the role of 
frontrunning tech corporations in MENA DPI market may also be overlooked, as most of them provide 
telecom products across the board and thus receive less attention than companies specialising solely in 
privacy-sensitive DPI.
15  In June 2021, executives of Amesys were found complicit in torture for sales to the Libyan government 
and forced disappearance in relation to product sales to the Egyptian government by the Paris Judicial 
Court (Business & Human Rights Resource Centre, 2021).
16  Netsweeper’s white paper argues that its multilingual “Artificial Intelligence engine has categorised over 
9 billion websites into 67 categories, such as criminal skills, weapons, pornography, adult, social 
networking, malware, and phishing […] categorising approximately 22 MILLION new URLs every day!” 
The same document also advertises Netsweeper’s capacities for fine-grained filtering of internet traffic 
incoming through web apps such as Twitter, Facebook, Snapchat, and its decryption functions 
(Netsweeper Inc, 2016).
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isations, HIV/AIDS health resources, and 
independent media in the MENA region. 
As early as 2011, Netsweeper was identified 
to be monitoring and filtering internet traffic 
for internet providers in the UAE (du), 
Qatar (Qtel) and Yemen (YemenNet) 
(Noman & York, 2011), while ensuing 
reports also found it employed by ISPs in 
Bahrain and Kuwait (Dalek et al., 2016; 
2018; 2021). Mixed internet forensics also 
demonstrated how Netsweeper had allowed 
censorship of freedom of expression in 
the region, from Shia sites in Bahrain, 
political platforms in the UAE to independent 
media outlets in Yemen (Dalek et al., 2016).  
Another Canadian-developed product, 
Sandvine PacketLogic DPI devices were 
used to filter and block dozens of human 
rights, political and news websites in Egypt 
and Turkey, including Human Rights Watch, 
Reporters Without Borders, Al Jazeera, 
Mada Masr, and HuffPost Arabic.17 As a 
second instance of digital repression 
through DPI, Sandvine technology was 
employed to redirect hundreds of users 
on Türk Telekom’s network in Turkey and 
Syria to download FinSpy spyware bundled 
with legitimate applications, which in turn 
facilitated more fine-grained surveillance 
of Kurdish political leaders and activists 
across the Syrian-Turkish border (see below; 
Marczak et al., 2018a).   
 
In short, AI-assisted mass digital surveillance 
of national internet traffic during the last 
decade became a norm rather than an ex-
ception in the MENA region (see info-
graphics towards the end of the chapter). 
With Western companies and their regional 

resellers on the supplying side, MENA 
governments can manipulate ISPs to censor 
national internet traffic, deny freedom of 
online expression for independent media 
outlets, and corner activists and opponents 
into venues of targeted surveillance. 
 
Targeted surveillance: 
machine learning for 
infiltrating smart devices 

Spyware is a kind of software that attempts 
to silently monitor the behaviour of users, 
records web surfing habits, or steals sen-
sitive data such as passwords, photos, or 
voice recordings. The collected information 
is sent back to the spyware operator, who 
may then use it for unauthorised purposes, 
ranging from advertising or marketing, in-
formation gathering to blackmailing the 
target (Egele et al., 2007). In authoritarian 
contexts, spyware is frequently used to 
keep a check on political opposition and 
preventing pro-democratic mobilisations. 
While spyware tools have been around 
since the early 2000s, integration with ma-
chine learning techniques since beginning 
of the 2010s has broadened targeted sur-
veillance capabilities.18  
 
Machine learning can be deployed at dif-
ferent stages of spyware attacks (UNICRI 
& UNOCT, 2021). In addition to speech 
recognition employed by most popular spy-
ware programmes like Pegasus and FinSpy, 
which constitutes a subdivision of machine 
listening stream of AI research used to 
identify people based on intercepted phone 

17  In 2017, Sandvine was acquired by American private equity Francisco Partners, which until 2019 
among other investments in dual use technology held a majority stake in Israeli NSO group, developer 
house behind the infamous Pegasus spyware (see below).   
18  Interview with a cybersecurity expert, February 15, 2022. AI-aspects of spyware have not been 
systematically researched and only footprints of targeted digital surveillance by MENA law enforcement 
and security agencies have been identified through open-source research. Nonetheless, cybersecurity 
debates and characteristics of freely available “consumer” spyware used for surveilling spouses, children, 
or business partners (Harkin et al., 2020), provides valuable clues on the ways AI can assist targeted 
surveillance.
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calls and derive other meaningful information 
(Au, 2021), several other AI-enabled ca-
pabilities are employed for targeted sur-
veillance.  
 
First, machine learning can assist in ident-
ifying the victims through clustering algo-
rithms.19 Applied to scraped social media 
content, critics of the government or sup-
porters of social or political causes, say, 
LGBTQ+ activists can be identified, their 
posts then analysed with natural language 
processing to produce tailored phishing 
messages, reducing chances of early de-
tection. AI-enabled image recognition tools 
can further narrow the target group down 
across different online channels. For in-
stance, American facial recognition software 
Clearview AI, trained on a database of bi-
llions of images scraped from social media 
platforms like Facebook, Instagram, LinkedIn 
and Twitter, has been reportedly employed 
by 88 law enforcement and government-
affiliated agencies in 24 countries around 
the world. Abu Dhabi’s sovereign wealth 
fund Mubadala and Saudi Artificial Intelli-
gence Center of Advanced Studies Thakaa 
reportedly used Clearview AI to match 
target photos with samples scraped online, 
plausibly assisting law enforcement and 
security agencies in the two Gulf countries 
(Mac et al., 2021).  
 
Just like instrumentalising individual infor-
mation found on social media, AI may as 
well be weaponised to “unlock” smart de-
vices. Machine learning techniques allow 
automated checks on targeted security 
protocols and minimise time and manual 
labour needed for spotting software vul-
nerabilities used in zero-day20 and other 
attacks (Polyakov, 2019). Moreover, machine 

learning algorithms have been proved to 
easily bypass passwords and popular se-
curity tests for access-authorisation like 
(re)CAPTCHA (Alqahtani & Alsulaiman, 
2020; Hitaj et al., 2021).  
 
At the time of writing, most reported cases 
of spyware attacks are initiated by convincing 
victims to click on the link by means of im-
personation. Machine learning (especially 
generative adversarial networks, a machine 
learning framework for data generation) 
can be deployed for moulding inauthentic 
messages on scraped social media posts, 
emails, or messaging material (King et al, 
2020). Moreover, with rapid advancements 
in AI, not only fake texts but also fake AI-
generated voice and video messages asking 
the target to click on the malicious link can 
be generated.21  
 
Finally, once spyware is implanted the at-
tacker gains access not only to information 
and resources stored on the device, but 
also receives the keys from AI-powered in-
telligent assistants like Siri or Alexa, which 
have capacities to unlock smartphones 
without fingerprints, forge emails, control 
smart homes or virtual banking accounts. 
As demonstrated by proof-of-concept spy-
ware tests, attackers can exploit intelligent 
assistants’ microphone access, record 
owners’ voice samples, and synthesise ac-
tivation keys through AI-enabled natural 
language processing. Machine learning 
based environment-recognisers may also 
be in use for launching context-aware in-
formation gathering attacks (Zhang et al., 
2018). 
 
Deployed complementary to one another, 
different spyware capabilities allow gov-

19  Interview with computer science expert, December 3, 2021. 
20  “Zero-day” is a broad term that describes recently discovered security vulnerabilities that hackers can 
use to attack systems. A zero-day attack takes place when hackers exploit the flaw before developers have 
a chance to address it (Kaspersky, 2021a).
21  More on AI in so-called “deepfakes”, see Westerlund (2019).
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ernments in the MENA region to launch 
comprehensive surveillance operations and, 
as examples below illustrate, target hundreds 
if not thousands of high profile civil society 
actors, political allies and opponents at 
once. Recent investigations by digital rights 
groups point to governments around the 
world purchasing spyware from companies 
such as NSO Group, Cellebrite, Intellexa, 
FinFisher, Gamma International, Hacking 
Team, and others. All of them insist that 
spyware tools are used exclusively for 
countering terror attacks, drug traffickers, 
paedophiles, and other criminals.22 Yet con-
tinuous reports indicate that authoritarian 
governments around the world do not shy 
away from abusing these AI-enabled tools 
against domestic opposition, critics abroad 
and even regime insiders. MENA countries 
are no exception. 

Israeli cyber-mercenaries 

By many estimates, Israel has become 
a leading exporter of spyware products 
thanks to industry’s frontrunner, the 
Herzliya-based NSO group, at the time 
of writing valued at around 2 billion 
USD (Reuters, 2021).23 Since its launch 
in 2010, its flagship spyware Pegasus 
can be installed on a smartphone through 
vulnerabilities in apps, or by tricking a 
target into clicking a malicious link or 
via over-the-air messaging (Shezaf & Ja-
cobson, 2018). Once installed, Pegasus 
can harvest any data from the device, 
and is capable of employing integrated 
cameras and microphones to snoop on 
people in its vicinity, record conversations 
on messaging applications such as Viber 
and WhatsApp, tracking target’s location 

and transmitting everything back to the 
attacker (NSO Group, 2015). According 
to the NSO Group, Pegasus is sold 
only to military, law enforcement and in-
telligence agencies in around 40 un-
named countries, vetted by the Israeli 
Ministry of Defence and spying on small 
numbers of “elite” terrorists and criminals.  
 
Comparable capabilities are offered by 
several other Israeli companies like Can-
diru, Quadream and Cytrox, which also 
echo the rhetoric of partnering only with 
vetted law enforcement organisations 
around the world (Marczak et al., 2021a, 
2021b; Megiddo, 2021). Nonetheless, 
independent sources speak about mass 
deployment of Israeli-developed AI-as-
sisted spyware and lack of end-use 
monitoring. The infamous case of Jamal 
Khashoggi, brutally murdered and dis-
membered at the Saudi embassy in Is-
tanbul, serves as the most vivid illustra-
tion. Recent leaks and forensic analysis 
of smartphones suggest that Khashoggi, 
his fiancé Hatice Cengiz, close friends, 
and even Turkish prosecutor responsible 
for charging 20 Saudi nationals over 
the killing were targeted with Pegasus 
spyware before and after the killing by 
an operator based in the UAE (Deibert 
et al., 2019; Kirchgaessner, 2021a). 
Besides Khashoggi, renowned Emirati 
human rights defender Ahmed Mansoor,24 
Saudi dissidents Yahya Assiri and Gha-
nem al-Masarir, and Moroccan human 
rights defenders Maati Monjib and Ab-
dessadak El Bouchattaoui have been 
monitored with Pegasus implanted on 
their smartphones (Marczak & Scott-
Railton, 2016; Marczak et al., 2018a; 

22  For instance, see NSO Group Human Rights Policy (2019).
23  In 2019, the company was acquired by the London-based Novalpina Capital, which bought a majority 
stake along with the founders of NSO in an acquisition from American Francisco Partners (Solomon, 
2019).
24  In 2011, Mansoor was also targeted with FinFisher’s FinSpy spyware, and in 2012 he was targeted 
with Hacking Team’s Remote-Control System (Marczak & Scott-Railton, 2016).
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Deibert et al., 2019; Amnesty Inter-
national, 2019b). In a vivid illustration 
of the scope of underexplored deploy-
ment of Israeli spyware in the MENA re-
gion, 2018 internet probing located Pe-
gasus associated servers in nearly every 
country in the MENA region.25 A number 
of cross-border surveillance cases, in-
cluding Gulf operators conducting sur-
veillance in Canada, France, Greece, 
the United Kingdom (UK) and the United 
States (US), and Moroccan operators 
monitoring targets in Algeria, France 
and Tunisia were also identified (Marczak 
et al., 2018b). 
 
More recently, in July 2020, NSO Group 
leaks revealed that since 2016 more 
than 50,000 phone numbers were se-
lected as targets by NSO Group clients, 
among them several MENA governments. 
The leaks also showed that 10,000 
people in Morocco and abroad – ranging 
from prominent Moroccan journalist 
Omar Radi to French President Emma-
nuel Macron, former Prime Minister 
Edouard Philippe and 13 other ministers, 
as well as French journalists covering 
protests in the Moroccan Rif – have 
had their phones spied on by Morocco’s 
security agencies (Gueguen 2021a; 
Gueguen 2021b). The analysis of the 
leaked data identified nine more gov-
ernments complicit in mass deployment 
of targeted digital surveillance, including 
Saudi Arabia and the UAE.  
 
A look at the list of Pegasus targets 
suggests that surveillance has not only 
been deployed vertically (security and law 
enforcement agencies monitoring civil so-
ciety actors) but also horizontally (security 
agencies spying on regime insiders) and 
externally (security agencies targeting heads 
of foreign states). Remarkably, King of Mo-

rocco Mohammed VI and the Moroccan 
Prime Minister Saad Eddine al Othmani 
became targets of security agencies of 
their own country (Chrisafis et al., 2021). 
Also, according to the leaks, Saudi and 
Emirati security agencies have surveilled 
Egyptian officials, including Prime Minister 
Mostafa Madbouly. Numbers of Barham 
Salih, the President of Iraq, and Saad 
Hariri, former Prime Minister of Lebanon, 
were also entered into leaked NSO da-
tabase by operators in Saudi Arabia 
and the UAE (Chrisafis et al., 2021). 
 
After the NSO Group leaks, and the in-
clusion of the company in the US “entity” 
list and Israel declaring to slash the 
cyber exports list from 102 to 37 coun-
tries in November 2021 (Orbach, 2021), 
reports about other Israeli spyware ven-
dors stepping into the MENA spyware 
market have started to accumulate. Tel-
Aviv-based Candiru was found to target 
at least 100 victims in Palestine, Israel, 
Iran, Lebanon, Yemen and Turkey among 
other countries (Microsoft, 2021), while 
Saudi Arabia and the UAE were indicated 
as purchasers of Candiru spyware as 
early as 2019 (Marczak et al., 2021). 
Representatives of another Israeli spy-
ware vendor, Quadream reportedly visited 
the offices of the Moroccan security 
services to discuss selling its surveillance 
systems to the Moroccan government 
(Gilead, 2021). Through a complex in-
ternational structure Quadream operates 
in Cyprus and does not need a green 
light from the Israeli Defence Ministry 
to export its products abroad (Megiddo, 
2021). Finally, in December 2021, Pred-
ator spyware of another transnational 
Israeli enterprise Cytrox was detected 
on the phone belonging to a prominent 
Egyptian opposition figure Ayman Nour. 
Cytrox is associated with Intellexa con-

25  Namely, Algeria, Bahrain, Egypt, Iraq, Israel, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman, Palestine, 
Qatar, Saudi Arabia, Tunisia, Turkey, and the UAE.
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sortium, which has operating history in 
Cyprus, Greece and Ireland, and describes 
itself as “EU-based and regulated, with six 
sites and R&D labs throughout Europe” 
(Marczak et al., 2021b).  
 
In sum, Israeli spyware ecosystem has 
been very dynamic throughout the past 
years, especially when pitching and selling 
its products to MENA law enforcement 
and security agencies, unlikely “partners-
in-crime” at first glance. In the light of the 
recent international outcry over Pegasus 
revelations and at least rhetorical willingness 
of the Israeli government to introduce 
tighter controls on surveillance exports, 
Israeli cyber mercenaries may take a path 
tried out before and partly relocate to 
Cyprus or any other European country with 
a lesser degree of public scrutiny.26 With a 
track record of European enterprises pro-
viding targeted surveillance tools for MENA 
governments, mergers between European 
and Israeli companies are also foreseeable. 
 
European digital 
surveillance contractors 
 
Much like Pegasus, Candiru or Predator, 
European developed AI-assisted targeted 
surveillance tools infect a computer or 
mobile phone to intercept data, record 
audio and video calls, emails, instant mess-
ages, and passwords typed into a web 
browser. They can also turn on a device’s 
webcam and microphone to spy on the 
user (Deibert et al., 2019). Munich-based 
German company FinFisher, GmbH 
(formerly a part of the Gamma International 
UK Ltd), Italian Memento Labs (previously 
Hacking Team), and Danish subsidiary of 
UK defence giant BAE Systems – ETI – 
have all been documented to export targeted 
surveillance solutions to MENA countries. 
No different than Israeli products, European 

spyware has been involved in a number 
surveillance abuses by Arab law enforce-
ment and security agencies. 
 
In the wake of the Arab uprisings, plans of 
Egyptian security agencies under Hosni 
Mubarak to buy FinSpy were revealed, 
whereas the Bahraini government used 
FinFisher to monitor tens of journalists, ac-
tivists, and opposition leaders through spy-
ware implants distributed with phishing 
messages about presumed acts of state 
administered torture of civil society activists 
(Marquis-Boire & Marczak, 2012). In 2014, 
Citizen Lab traced government operators 
of Hacking Teams’ Remote-Control System 
in 21 countries, including Egypt, Morocco, 
Oman, Saudi Arabia, Turkey and the UAE 
(Marczak et al., 2014).  
 
According to 2015 Hacking Teams leaks, 
two Moroccan intelligence agencies pur-
chased RCS spyware via Al Fahad Smart 
Systems, based in the UAE, as a middleman. 
Moreover, the Moroccan Royal Gendarmerie 
was listed as “very interested” in Hacking 
Team’s products, “especially for mobile” 
(Privacy International, 2019). Digital forensics 
suggests that Hacking Team’s products 
were deployed in a phishing attack against 
Moroccan civic journalism collective Mam-
fakinch (Privacy International, 2019). Illus-
trating the complementarity between dif-
ferent targeted surveillance solutions, years 
later Mamfakinch contributor Omar Radi 
was yet again found targeted, this time by 
Israeli Pegasus. 
 
In 2015, 33 government users of FinFisher 
services in 32 countries were identified, 
based on the presence of FinSpy traces 
left by its master servers and publicly avail-
able data (Marquis-Boire & Marczak, 2015). 
The list includes government entities in 
Bahrain, Jordan, Turkey and Saudi Arabia. 
The Egyptian Technology Research De-

26  Interview with an Israeli cybersecurity expert, January 26, 2022.
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partment, the Lebanese General Directorate 
of General Security and Internal Security 
Forces, the Moroccan National Defense 
Council, and Omani company Eagle Eye 
Digital Solutions LCC, presumably a sub-
contractor of the Omani Ministry of Interior, 
were all identified to operate FinSpy (Marc-
zak et al., 2015).  
 
Reports of European-developed spyware 
targeting MENA civil society and opposition 
actors continue up to this date. FinSpy 
was found to be distributed via a series of 
phishing attacks targeting Egyptian human 
rights defenders and media and civil society 
organizations (CSOs) known as the “Nile 
Phish” (Amnesty International, 2019a, 2020; 
Švedkauskas, 2019). Cybersecurity experts 
have recently found an enhanced version 

of FinSpy with capabilities of intelligent 
anti-virus evasion, making it one of the har-
dest-to-detect spywares in the market (Kas-
persky, 2021b).27 Thus, it is highly likely 
that new reports about FinSpy deployment 
in the MENA region are yet to come.  
 
The infographic below summarises the 
findings on targeted digital surveillance 
deployment in the MENA region overviewed 
thus far.28 As the overlapping dates of re-
ports suggest, MENA law enforcement 
and security agencies deploy different spy-
ware tools interchangeably and comple-
mentary to one another. For instance, in 
less than a decade Saudi Arabia and the 
UAE were reported to deploy six out of 
seven, Morocco and Egypt – four out of 
seven AI-assisted spyware tools mapped 

27  New version of German spyware performs ex- and post-validator tests to ensure that the infected device 
does not belong to a security researcher, and then validates that the infected device belongs to the 
targeted individual. 
28  It is important to note here, concerning the infographic, that the lack of reported instances of digital 
surveillance in some countries could be due to lack of technological sophistication and/or limited 
capacities of academics, journalists and digital rights groups to track them.
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in this chapter with other countries following 
suit. Concerning the origins of AI-assisted 
surveillance technology, Israel seems to 
offer the widest selection of AI-assisted 
spyware vendors. On the other hand, with 
the continuing international outcry over 
NSO Group leaks, Israeli companies may 
be tempted to (partly) relocate to EU 
member states with a track record of par-
ticipating in a surveillance supply chain of 
their own. As much as a risk, this presents 
an opportunity for increased European 
regulatory leverage over targeted digital 
surveillance in its Southern Neighbourhood.    
 
Conclusions and policy 
recommendations 
 
The findings of this chapter substantiate 
claims of previous studies highlighting a 
defining tension between state and societal 
cyber-resilience in the MENA region (Pawlak 
et al., 2021). As sections above show, in-
creased digital surveillance capabilities of 
law enforcement and security agencies 
are detrimental to cybersecurity of activists 
in the region and dissidents abroad. Ironi-
cally, it is Western and Israeli corporations 
providing digital surveillance solutions, 
which are used not only for undermining 
digital rights of MENA societies but also 
for spying on political elites on the other 
side of the Mediterranean. In this context, 
three takeaways should be highlighted.  
 
The first takeaway is that MENA’s digital 
sphere, which facilitated coordination of 
popular movements 10 years ago, can no 
longer be approached as a bearing ground 
for “liberation technologies” (as defined by 
Diamond in 2010). MENA law enforcement 
and security agencies, telecom and ISPs 
have been employing mass and targeted 
digital surveillance solutions to track not 
only suspects of terrorism, but also activists 

and human rights defenders mashed to-
gether by diffusion of blurry “cybercrime” 
laws in the region (Shaheed, 2021). As 
demonstrated by discussions above, ma-
chine learning algorithms have so far 
boosted capacities of DPI for internet 
filtering and conceivably assist spyware 
attacks at different stages: from crafting of 
phishing messages, recognising and re-
cording targets speaking, to context sensitive 
attacks facilitated by high-jacked intelligent 
assistants. With the global shift to fifth-
generation (5G) networks and drastic in-
creases in data capacities and speeds on-
line, digital surveillance will inevitably rely 
on further automation and AI algorithms.29 
Thus, without policy interventions, surveil-
lance patterns identified are only likely to 
expand: MENA law enforcement and se-
curity agencies will combine different AI-
assisted digital surveillance solutions from 
an ever-growing pool of mass and targeted 
surveillance tools to snoop not only on do-
mestic audiences but also on foreign 
leaders, and their own principals in an in-
creasingly rogue fashion. 
 
Secondly, due to the increasingly trans-
national nature of digital surveillance, AI-
powered surveillance should not only be 
a domestic concern in the MENA region. 
Conversely, EU policy-makers should also 
approach it as a matter of domestic se-
curity. Morocco, Saudi Arabia and the 
UAE have been reported to not only 
surveil and censor national internet net-
works, but also to be going after critics 
abroad and using AI-assisted surveillance 
tools to spy on leaders in both the MENA 
region and Europe. As shown by the 
case of Morocco, MENA security agencies 
may even choose to digitally surveil their 
own political leadership. In other words, 
digital surveillance in the MENA region is 
multidirectional and much more complex 
than usually assumed. 

29  Interview with a computer science expert, December 3, 2021.
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The third take-away is that MENA’s digital 
surveillance market is well-diversified: Ameri-
can, Canadian, European and Israeli com-
panies are all in the mix. Remarkably, and 
contrary to other segments of AI and digital 
technologies at large, China does not yet 
hold a significant share of the MENA DPI 
or spyware markets. In the light of advanced 
AI-enabled digital surveillance infrastructures 
in China, and its emergence as a global 
supplier of smart policing, CCTV and facial 
recognition software and hardware,30 it is 
puzzling why MENA countries have not 
been reported to import Chinese mass 
and targeted digital surveillance products 
on a large scale.  
 
In the past decade, China has reached out 
to MENA governments and offered invest-
ment opportunities in 5G networks and 
digital surveillance through Huawei, ZTE, 
Hikvision, and other state-backed tech 
companies (Alhalwaly, 2021). As of 2021, 
Egypt, Saudi Arabia, Turkey and the UAE 
have signed a Memoranda of Understanding 
based on the Chinese Digital Silk Road In-
itiative (Qiang, 2021). On the other hand, 
the US has not let this go unnoticed and, 
for instance, warned the UAE about the 
risk of “rupturing the long-term strategic 
relationship” between the two countries 
for awarding 5G contracts to Chinese 
Huawei (Kerr, 2020). 
 
Thus, one possible explanation of the 
relative Chinese absence from the MENA 
digital surveillance market is that, finding 
themselves amid a global techno-political 
competition between China and the US, 
regional governments may have taken a 
pragmatic and cautious approach for di-
versifying their imports of sensitive AI-as-
sisted digital surveillance technology (Al-
halwaly, 2021). By limiting Chinese imports 
to specific fields as facial-recognition, and 
remaining open to American, Canadian, 

European and even Israeli suppliers in other 
fields, MENA countries may avoid taking a 
clear geopolitical stance and assemble 
digital surveillance structures with building 
blocks that they deem most suitable. 
  
On the other hand, the fact that Western 
and Israeli rather than Chinese companies 
dominate the regional AI-enabled digital 
surveillance market and the tendency of 
some Israeli surveillance vendors to offshore 
parts of their operations to Europe provide 
the EU with leverage to steer digital sur-
veillance deployment in its Southern Neigh-
bourhood away from the current zero-sum 
game between the state and civil society 
actors. To that end, Europeans should first 
speed up regulatory convergence and 
make a better use of existing tools for con-
trolling exports of dual-use digital surveillance 
items (see also the discussion in the fourth 
chapter of this volume). In September 
2021, a recast of EU dual use export 
control regulation entered into force prom-
ising a mechanism for coordinating en-
forcement among member states, and ad-
ditional checks on cybersurveillance and 
unlisted items, including emerging tech-
nologies (Bromley & Brockmann, 2021). 
Notwithstanding the recast’s plans to con-
nect officials to exchange information about 
attempted or completed illegal exports for 
more consistent enforcement across the 
Union, differences in administrative systems 
suggest that the task will be time-consuming. 
Customs, licensing authorities, police and 
intelligence agencies, prosecutors and 
other officials from different administrative 
levels and countries will find themselves at 
the same table (Bromley & Brockmann, 
2021) and will inevitably take time to agree 
on the formal and informal rules of pro-
ceedings.  
 
In the meantime, enforcement of export 
controls and reacting to cases of non-

30  See Feldstein (2019) and first chapter of this study.
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compliance remains subject mainly to dis-
cretion of individual member states. There-
fore, national controls, like the German 
Foreign Trade and Payments Act, should 
serve as a primary point of reference for 
countering AI-enabled surveillance misuse. 
As an illustration, an ongoing investigation 
was triggered in late 2020 by a successful 
criminal complaint filed by several human 
rights organisations, claiming that German 
FinFisher exported its FinSpy spyware out-
side the EU without an export licence 
under the German Foreign Trade and Pay-
ments Act (Bannister, 2021). 
 
Secondly, on the EU level, European Council 
Decision CFSP 2020/1999 concerning 
restrictive measures against serious human 
rights violations and abuses, also known 
as the EU Magnitsky Act, should be de-
ployed more boldly. Among other goals, 
CFSP 2020/1999 allows for visa bans 
and asset freezes applied to individuals 
and organisations complicit in systematic 
restriction of civil liberties inter alia facilitated 
by AI-enabled digital surveillance tech-
nologies. EU Magnitsky Act in contrast to 
traditional sanctions at individual countries 
can be flexibly applied to perpetrators from 
all over the world, regardless of their 
location. While only member states and 
the High Representative for Foreign Affairs 
and Security Policy have the exclusive right 
to propose its enactment, the latter should 
invest resources and effort in reaching out 
to civil society actors, like the group of 
non-governmental organizations (NGOs) 
which called for deployment of the CFSP 
2020/1999 against NSO Group for hacking 
Palestinian human rights activists in De-
cember 2021 (Human Rights Watch, 2021). 
A dedicated Neighbourhood Digital Rights 
Fund should be established to build and 

support the forensic and advocacy capacity 
of civil society actors in the MENA region 
to map, investigate and advocate against 
the abuse of AI-enabled surveillance. In 
turn, these civil society groups could assist 
the High Representative in attuning its 
function of a watchdog for human rights 
and democracy to correspond to emerging 
challenges of digital authoritarianism in the 
Southern Neighbourhood.  
 
Finally, these efforts should be coordinated 
with the US administration in Washington, 
making use of the momentum surrounding 
the envisioned transatlantic AI Agreement 
and policy tracks developing around it. In 
June 2021, US President Joe Biden and 
EC President Ursula von der Leyen launched 
the EU-US Trade and Technology Council 
(TTC) to “coordinate approaches to key 
global trade, economic, and technology is-
sues and to deepen transatlantic trade 
and economic relations based on shared 
democratic values” (European Commission, 
2021a). Among other tasks, TTC is tasked 
with combating arbitrary or unlawful sur-
veillance and engaging in technical con-
sultations on risk assessments and licensing 
good practices, and convergent control 
approaches on sensitive dual-use tech-
nologies (European Commission, 2021b). 
TTC could provide the forum for discussions 
and facilitate transatlantic coordination on 
suitable responses to AI-assisted digital 
surveillance misuse, be it by updating the 
Wassenaar Arrangement, the only current 
international export control framework for 
sensitive dual-use surveillance technology,31 
or synergising between EU policy tools 
and the 2012 US Global Magnitsky Act or 
the federal “entity” list, prohibiting private 
entities from receiving American tech-
nologies.32 Using these counter-measures 

31  The Wassenaar Arrangement embraces 42 states, including the US and the EU member states. For the 
full list, see www.nti.org/education-center/treaties-and-regimes/wassenaar-arrangement  
32  In November 2021, NSO Group was added to the federal “entity list” for maliciously targeting officials, 
activists, journalists, academics and diplomats around the world (Harwell et al., 2021).
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in a concerted transatlantic effort would 
signal a strong commitment to trustworthy 
AI and communicate that technology abuse 
would not be inconsequential to both digital 
surveillance vendors and governmental en-
tities in partner countries, like MENA law 
enforcement and security agencies. More-

over, by reiterating the pledge to fight 
digital surveillance misuse in the foreseen 
transatlantic AI Agreement, the EU and 
US would send a clear signal that demo-
cratic global cooperation on technology 
indeed “goes beyond the hardware or soft-
ware” (European Commission, 2021a).  
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The past few years have witnessed signifi-
cant advances in the European Union 
(EU)’s broader approach to artificial intelli-
gence (AI) as the Union increased funding 
for research and development (R&D) and 
application. However, in techno-geopolitics 
and military applications of AI, Europe still 
lags behind current global trends. More 
critically, while Europe has been busy dis-
cussing its draft AI regulation, Middle 
Eastern countries have been fast investing 
in emerging defence technologies. To re-
calibre its foreign policy approach towards 
the Middle East’s burgeoning AI-driven 
military modernisation programmes, the 
EU needs to adopt a clear approach to 
maintain its relevance in the realm of smart 
algorithms and digitalised geostrategic 
paradigm. 
 
This chapter will analyse the present AI 
and defence landscape and the military 
sphere in the Middle East to find a viable 
way forward for the EU. It will do so, first, 
by exploring the horizon of the AI-driven 
warfare and the future of defence. Secondly, 
it will provide a sketch of the Middle East 
and North Africa (MENA) countries pion-
eering in AI defence technologies. Thirdly, 
it will explore AI’s potential ramifications 
with the Middle Eastern security landscape. 
The chapter concludes by presenting rel-
evant policy and security implications for 
the EU vis-à-vis the growing proliferation 
of AI in MENA military and defence.  
 
AI in military and defence: 
a new era of warfighting  
 
Unlike the military technological landscape 
of the Cold War era, AI is a truly dual-
use asset, and innovations come from 
both commercial circles and traditional 
defence powerhouses. Thus, differen-
tiating military and non-military AI spend-
ing is a difficult, sometimes impossible 
effort with open-source intelligence. AI-

based investments of a nation – be it 
for civilian use, a commercial asset or a 
defence modernisation programme – 
resonate with more than one segment 
of military affairs as a force-multiplier or 
strategic enabler. The segment is mainly 
driven by robotic warfare solutions, com-
mand and control systems, and intelli-
gence and surveillance technologies.  
 
A nation that has not developed a robust 
technological and industrial defence 
base during the industrial era can well 
manage to take a quantum leap in the 
digital age. Put simply, less industrialised 
nations have an opportunity to catch up 
with the rest. Thus, with the rise of AI 
we will be talking about new winners 
and new losers of the geopolitical bon-
anza.   
 
With an astonishingly fast proliferation 
amongst militaries globally, AI is causing 
a paradigm shift in the military sphere. 
Some countries have already started 
using the technology in autonomous 
weapons. Samsung’s autonomous sentry 
guns with image recognition to enhance 
target identification and fire precision 
developed in 2010 is one example of 
such initiatives. Similar technologies 
were also used by other countries in-
cluding Israel. While South Korea and 
Israel claim that the weapons use a 
human-in-the-loop mechanism, open-
source intelligence suggests that they 
can indeed operate with no human in-
volvement (De Vynck, 2021).  
 
In the physical sphere of warfare, AI 
manifests itself in robotic systems and 
more autonomy in warfighting. Robotic 
warfare is built on a straightforward but 
effective premise. The more precise, au-
tonomous and network-centric (inter-
connected with other friendly units on 
the battlefield) one’s systems are, the 
more combat capability one can generate. 
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This rather simple reality is attributed to 
several reasons. First, robotic weapons 
systems and platforms should operate 
within minimal target acquisition mistakes 
(reduced margin of error and improved 
strike precision). Second, they rely on 
high-precision fire-power in combat 
missions, which greatly diminishes friendly 
losses in high-risk areas (Matei, 2021).  
 
In the coming years and decades, robotic 
warfare will bring significant impacts for 
the future of war. The long-anticipated 
change is not limited to concepts of AI-
driven machines that will be characterised 
by a generous, plain and sustained use 
of force. Consequently, this trend will 
likely create a battlefield where trade-
offs and large-scale destruction are nor-

malised. However, robotics and ma-
chine-learning algorithms can also fore-
see a conflict’s outcomes and greatly 
diminish human casualties during conflict 
(Matei, 2021). Thus, it is not only about 
a technological change. The future of 
high-tech warfare will also pertain to 
political decisions such as how to use 
high-tech weaponry and intelligence sys-
tems. Overall, what we are talking about 
is a double-edged sword coming into 
play fast.   
 
In order to develop a thorough understand-
ing of how AI-driven weapon systems and 
military networks can play out, which is the 
very basis for the role of AI in defence, one 
has to properly grasp the concept of algo-
rithmic warfare.  

The future of 
high-tech 
warfare will also 
pertain to 
political 
decisions such 
as how to use 
high-tech 
weaponry and 
intelligence 
systems



Defence analysts largely agree that AI and 
machine learning will change the character 
of war. Countries’ triumphs in future battles 
will firmly pertain to their algorithmic warfare 
capabilities. Notably, AI-driven mechanisms 
greatly catalyse and improve military deci-
sion-making (Layton, 2018). Although these 
technologies can lead to some economic 
burden at the initial investment and R&D 
processes, when managed correctly with 
a good pool of talents, they proliferate fast 
and can be integrated into various weapon 
systems in different segments of battle 
networks. So, they provide governments 
and militaries with the flexibility to repurpose 
the algorithms to solve a wide set of 
different problems swiftly and efficiently. 
On a similar note, militaries that can utilise 
data-fed AI systems will drastically improve 
situational awareness on the battlefield 
(Layton, 2018).  
 
One recent example of dual-use AI system 
integration into defence technologies is 
the United States (US)’ Navy’s modern-
isation. Washington is working towards 
deploying dual-use maritime robotics, which 
will allow it to place numerous sensors in 
critical locations. According to US defence 
authorities, such robotics provide cheap 
yet effective solutions. They will also greatly 
enhance maritime situational awareness 
and assist manned units’ activities (Saballa, 
2021). Officials believe that in an allied 
approach  different countries cooperating 
on the use and development of the tech-
nology  dual-use maritime robotics can be 
a great asset for deterrence, surveillance 
and the tackling of illicit activities. For 
example, one prominent problem that the 
technology can also be used for is tracking 
and stopping weapons transfers to the 
Houthis through the southern Red Sea 
(Eckstein, 2021). While the US is still the 
chief country regarding technological ad-
vantage in warfare, China is swiftly rising. 
Today, Beijing surpasses Washington in 
access to data, which is key to improving 

the effectiveness and accuracy of algorithmic 
systems (Walsh, 2021). 
 
The EU attaches importance to AI-driven 
techno-geopolitical competition. This political 
vision is centred around the principle of 
protecting European leadership and inde-
pendence in several critical technological 
areas. Because, when it comes to game-
changing high-tech, external dependencies 
can bring about even bigger shortfalls in 
strategic capacity. The European Commis-
sion (EC) already started the interstate 
discussions and building a narrative that 
revolves around strategic autonomy and 
digital sovereignty. Some even claim that 
the EU’s defence policy is now moving 
away from its traditional approach towards 
a more tech-related one (Csernatoni, 2021). 
On this note, the European Defence 
Agency’s 2021 Annual Conference prio-
risation of collaborative defence innovation 
and R&D projects are also prioritised by 
the EU perspective. Such initiatives would 
not only catalyse implementation and impact 
but also strengthen the European Defence 
Technological and Industrial Base overall. 
Some other important initiatives such as 
the European Defence Fund (EDF) and 
the European Defence Industrial Devel-
opment Programme (EDID) offer additional 
boosters for the EU’s AI-related ambitions.  
 
While autonomous systems loom large as 
significant assets for military capabilities, 
there still is no global ban on Lethal Auton-
omous Weapon Systems (LAWS). Although 
activists push for it on an international 
scale, the Silicon Valley, defence industrial 
giants and strong political figures argue 
that a comprehensive and supra-nationally 
binding ban is not needed (De Vynck, 
2021). 
 
The EU’s approach to AI is, as opposed to 
the general view in the Silicon Valley, very 
cautious. In April 2021, the EC proposed 
a legal framework to regulate AI, asking for 
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Figure 1. The steady increase in Middle East and African AI investment 

Note: AI companies invested into, transaction volume, for a selection of 11 countries from the Middle East 
and Africa (2008-2018). 

Source: Elaborated based on data found in a report commissioned by Microsoft and conducted by EY 
Consulting (2018)
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compliance for critical AI-tech developers 
(as explored in greater detail in the fourth 
chapter in this volume). The proposal foresees 
that some AI functionalities should be com-
pletely banned, where some other aspects 
such as high-risk use should be closely 
monitored. It aims to lay out a normative 
framework and establish a transparent, 
human-centred governance of the technology. 
Remarkably, it also introduces a requirement 
for “ex-ante conformity assessments to es-
tablish that high-risk AI systems meet these 
requirements before they can enter the 
market or become operational” (MacCarthy 
& Propp, 2021). The EC also proposed a 
mandate to establish a post-market moni-
toring system to keep track of any potential 
problems in the implementation of AI. 
 
If successful, the EDF can also greatly 
contribute to the EU’s efforts. It can boost 
collaborative research and investment in 
defence technologies across the member-
ship. Consequently, it can significantly 
bolster the EU’s position in the strategic 
tech industry. Brussels already allocated 
8% of the EDF to funding emerging dis-

ruptive technologies (EDT). Although this 
number can be higher, it marks the EU’s 
willingness to improve its capabilities in 
the segment (Csernatoni, 2021).  
 
AI-powered defence 
trends in the Middle East 
 
High-tech, sophisticated weapons have al-
ready become extremely lethal assets in 
the Middle East. Israel’s targeted killing of 
the Iranian scientist Mohsen Fakhrizadeh 
by a remote-controlled, AI-assisted weapon 
system looms large as a remarkable example 
in this respect (Bergman & Fassihi, 2021). 
 
AI is proliferating fast, and the Middle East 
is no exception. Several countries in the 
region have already embraced AI-driven 
technologies, and prioritised adapting to 
critical requirements of the digital age. Es-
timates suggest that AI spending in the 
MENA region will grow from $37.5 million 
in 2017 to over $100 million by the end of 
2021, which accounts for a growth rate of 
32% per annum (PwC, 2018).  
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In the Middle East, five countries loom 
large regarding the strong commitment 
towards the R&D of AI. In the United 
Arab Emirates (UAE), Saudi Arabia, 
Israel and Qatar, businesses already 
spurred high rates of investment into 
the development of new technologies, 
which is supported by governments and 
the early clients of these new systems. 
But when the Gulf economies are ex-
cluded from the picture, the region’s 
overall adoption of the digital age has 
been remarkably slower. These differ-
ences can be rooted in factors such as 
the quality of infrastructure and access 
to skilled labour, which are drivers of AI 
development and digitalisation (PwC, 
2018).   
 
As a North Atlantic Treaty Organization 
(NATO) nation with Middle Eastern 
borders, Turkey is generally kept out of 
the regional stats. However, if one should 
incorporate Turkey into the Middle East-
ern AI landscape, the results would 
show a tremendous defence investment 
effort, especially in the autonomous 
weapon systems and robotic warfare 
segments. 
 
Iran is yet another actor that prioritises 
AI research. The country’s human re-
sources remain large in this respect. 
Yet, although finances are not always 
the silver bullet, growing economic prob-
lems remain restraining for Tehran. How-
ever, despite the financial constraints 
and the Western sanctions, Iran’s in-
digenous R&D capacity is still growing 
significantly. Tehran is the fifth leading 
producer of STEM (science, technology, 
engineering and mathematics). Iranian 
universities are also increasingly offering 
programmes on AI and robotic tech-
nologies (Pargoo, 2019). Additionally, 
although it is largely isolated from the 
international markets, Tehran is quite 
adept at copying Western technologies 

to boost its indigenous AI capabilities 
(Qaidari, 2022). 
 
Aiming to have its autonomous weapon 
systems on the battlefield by 2024, 
Tehran has the resources necessary to 
succeed in its quest (Lisman, 2021). 
Thanks to the independent innovation 
capabilities of the Research and Self-
Sufficiency Jihad Organization of the 
Army Ground Force, such a development 
can occur quite swiftly in the Iranian 
context (Lisman, 2021). Alarmingly, AI 
can be a true force multiplier in Iran’s 
proxy wars and asymmetric capabilities, 
which can be destabilising for the region. 
In fact, US officials already started to 
consider AI-driven solutions to counter 
the growing Iranian threat (Feldscher, 
2022). In order to understand and tackle 
the destabilising effect of Iran’s robotic 
breakthrough, the West should strive to 
block Iran’s main high-tech procurement 
routes. These are primarily Tehran’s R&D 
cooperation with Russia and China and 
Iranian espionage. To put it in context, 
while the EU is heavily focused on the 
Iranian nuclear programme, but nothing 
else, the Iranian AI-driven systems can 
become even bigger trouble in the future. 
In particular, Iran’s ability to transfer 
dangerous weaponry to its proxies re-
mains a challenge in this framework. 
 
AI breakthrough and its widespread use 
in various industries will have impressive 
effects to win future wars. In fact, IBM 
claims that the race for AI is the “new 
space race” and that Middle Eastern 
actors recognise this trend. The UAE 
already appointed a Minister for AI and 
established its Artificial Intelligence Strat-
egy 2031. Saudi Arabia followed suit 
with its Vision 2030 plan, placing AI ca-
pabilities at the epicentre of its economic 
planning (IBM, 2019). Almost 40% of 
the companies in the UAE and 45% of 
the companies in Saudi Arabia are already 
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preparing their staff to adapt to an automated 
and AI-led working environment (Khaleej 
Times, 2021).  
 
The Middle East is also witnessing part-
nerships that merge AI into defence tech-
nologies and other segments. Shortly after 
signing the Abraham Accords, Israel and 
the UAE agreed to start a new joint venture 
to develop commercial artificial intelligence 
and big data technologies. The parties in-
volved are also remarkable. Being a central 
player in the Israeli defence industry, Rafael 
is the manufacturer of both Israel’s Iron 
Dome and David’s Sling air defence sys-
tems.  In addition, it leads Israeli R&D 
efforts on lasers and networked battlefield 
systems. Rafael makes a good partner for 
the Emirati Group 42, due to its leading 
position in AI and cloud computing in the 
UAE. Some sources claim that the two 
parties also exchanged views and knowhow 
on defence and security matters in the In-
ternational Defence Exhibition and Con-
ference. The companies’ executives re-
garded this partnership as “a move to 
make the Middle East a better place” 
(Frantzman, 2021). It is clear that Israeli 
knowhow and the Gulf Arabs’ financial ca-
pacities can bring game-changer results 
for the regional strategic landscape. While 
the Abraham Accords are politically stabil-
ising, and the best counter-balancer against 
Iran, the Arab-Israeli cooperation’s AI and 
military developments will hardly be in sync 
with the EU’s restrictive stances on auton-
omous weaponry and defence use of AI.  
 
The UAE’s AI-driven strategic programmes 
enjoy a broader outreach. Notably, on 16 
September 2021, the country’s Prince Mo-
hamed bin Zayed and the deputy supreme 
commander of the armed forces paid a 
visit to the United Kingdom (UK) for talks 
with the British Prime Minister Boris Johnson. 
The Emirates and the UK then signed a 
“Partnership for the Future”, involving bilateral 
cooperation on AI as well as on high-end 

R&D on defence and security tech. The 
deal also aims to help UAE medium-sized 
enterprises access to British knowhow 
(Helou, 2021a). Another example that 
showcases the UAE’s AI science & tech-
nology programme looms large through its 
cooperation with Lockheed Martin. A 
member of the US defence giant’s Center 
for Innovation and Security Solutions (CISS) 
stated that the team was able to digitalise 
the process of inspecting the Emirati Air 
Force’s aircraft manually and achieved sig-
nificant minimisations in time and cost 
thanks to digital solutions (Mezher, 2021). 
  
The region’s high tech  
defence economics   
 
International Data Corporation (IDC) expects 
that investment in AI systems in the Middle 
East and Africa will reach 100 million USD 
this year, with an annual growth rate of 
32%. The UAE, Saudi Arabia and Qatar 
loom large as the leading countries driving 
the region’s digitalisation. Businesses in 
these countries also play a crucial role in 
the implementation of AI. They are funded 
and supported by the governments, coming 
into play as facilitating actors. However, 
despite the initiatives of these three nations, 
non-Gulf Middle Eastern states still lag 
behind in the AI-related technologies. This 
strategic gap is mainly stemming from 
economic differences, particularly when it 
comes to the quality of infrastructure and 
access to skilled human capital, which re-
main indispensable for developing a high-
tech defence technological and industrial 
base (PwC, 2018). Soon, the labour force 
in the MENA region will become increasingly 
automated and AI-powered. Strikingly, the 
number of countries gearing for a transition 
to AI is expected to grow by almost 70%. 
The private sector and the companies play 
a foundational role to invest in the workforce 
to be successful in the future (Accenture 
Research, 2021). 
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Figure 2. AI’ impact on economic development of Saudi Arabi and the UAE (2035 fore-
cast)

Source: Accenture (2018) 
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Israel ranks just after the US and China as 
regards to the number of AI start-ups and 
innovations, where its AI-enabled defence 
industry remains to be a pioneer (Khushnam, 
2020). On 11 February, Israeli defence 
authorities claimed that Tel Aviv is working 
on a strategy that will incorporate AI into 
the military. Thanks to a data-driven mech-
anism, officials claim that IDF will be able 
to counter the future’s threats much more 
flexibly and effectively (Frantzman, 2022). 
The Israeli defence industry’s success in 
Special Mission Intelligence Aircraft proves 
to digitise warfare and battlefield, which 
reduces casualties, as well as bringing op-
erational benefits, such as early warning, 
deterrence, threat identification and de-
struction (IAI, 2021). Israel aims to enhance 
automation to all the sectors in economy, 
infrastructure and governance.  
 
Funded by EDGE Technologies, ADASI’s 
vertical-takeoff-and-landing drone “Gar-

mousha” looms large as the UAE’s first in-
digenous drone that is equipped with AI 
algorithms (Helou, 2020). With astonishing 
investments in AI and automation coupled 
with significant growth potential, the UAE 
has the potential to lead the AI industry in 
the Middle East (Finaud et al., 2021). 
 
Besides the UAE, Saudi Arabia is also an 
important actor in the AI race. In fact, Abu 
Dhabi considers AI to be the foundation of 
technological advancement. The AI Inter-
national Summit brought together stake-
holders from government, academia, private 
sector and start-ups, with the mission of 
“Shaping the future of AI, together”. The 
Gulf monarchy aims to become the “Silicon 
Valley of the Middle East”, and the estab-
lishment of the National Centre for Robotics 
Technologies and Intelligent Systems, Ro-
botic services, MiSk Academy for digital 
programming and AI training, the Prince 
Mohammed bin Salman College of Cyber 
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Security, Artificial Intelligence and Advanced 
Technology serves this purpose. In return, 
Saudi Arabia aims to replace the country’s 
oil dependency of its economy with AI-
driven self-sufficient enhancements within 
a public-private business model. Industrial 
automation, AI and big data are essential 
for the digital transformation in certain 
sectors in Saudi Arabia, including health-
care, government services, sustainable 
energy and water, manufacturing, and 
mobility and transportation (OECD AI 
Policy Observatory, 2020). Thanks to 
their AI capabilities, both countries have 
established a prestige in the defence ex-
ports market. According to some experts, 
the proliferation of such algorithmic sol-
utions will be swift and will be true game-
changers for the countries’ defence, in-
telligence and counter-terrorism capabil-
ities (Helou, 2021b).  
 
Overall, the Kingdom of Saudi Arabia 
comes first as a hub for emerging digital 
and technological developments, with the 
highest increase in its digital competitiveness 
among the G20 countries (Abul-Enein, 
2020). Nonetheless, regulations on the 
local tech ecosystem limits the attractiveness 
for new entry to the market, raises concerns 
on the ethical use of AI and the protection 
of personal data, and restricts cross-border 
data transfer.  
 
Nevertheless, as observed in the Israel-
UAE cooperation case, the Middle East is 
undergoing a substantial political change. 
The Abraham Accords enabled the bur-
geoning dialogue between Israel and Gulf 
Arab nations. Should this trend persist, 
one can expect an uptrend in future scientific 
and tech collaborations across the region 
(Finaud et al., 2021). Rafael Advanced 
Defense Systems, Israel’s leading defence 
company, and Group 42 will contribute to 
the research and development of com-
mercial AI and big data technologies (Frantz-
man, 2020a). This joint venture with Group 

42 is expected to contribute to combat fu-
ture pandemics, as well as making advances 
in various areas (Frantzman, 2021). 
 
Apart from Saudi Arabia and the UAE, we 
have the rest of the Middle Eastern Arab 
landscape with their AI-driven strategic vi-
sions.  
 
Like its regional counterparts, Morocco 
also prioritises various industries for its 
national AI plan, which includes digita-
lisation and labour market transition 
(OECD, 2021). Qatar, on the other hand, 
integrates AI in its Qatar National Vision 
(QNV) 2030 to improve its businesses, 
government, society and military with re-
spect to ethical concerns and security 
(see Qatar National Vision 2030). The 
New Kuwait Vision 2035 targets enhanced 
AI adaptation and integration in every as-
pect of society, business and education. 
Bahrain, as one of the fastest-growing 
economies in the Gulf, is also quite proactive 
in the application of AI and robotics. The 
country has established an Information and 
eGovernance Authority, Tamkeen, Central 
Bank of Bahrain and Economic Devel-
opment Board. Bahrain also hosts the first 
AI education and training facility – The 
Bahrain Polytechnic Academy of Artificial 
Intelligence (Khushnam, 2020). 
 
How AI changes the 
Middle Eastern defence 
landscape 

While the EU remains the largest trade 
partner of, and the second-largest aid pro-
vider to, the MENA region, it has very 
limited political leverage compared to its 
potential. As the Libyan and Syrian cases 
showcased, Brussels has little capability 
to change the political landscape. However, 
despite this constraint, Europe remains 
heavily affected by Middle Eastern security 
problems (Foucher, 2021).  

Saudi Arabia 
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As robotic warfare, algorithmic warfare, 
and AI-driven military technologies can 
alter the fundamentals of war, AI-driven 
defence developments are likely to have a 
deep impact on the Middle Eastern security 
environment. AI-driven systems provide 
smart and effective solutions in an environ-
ment where information is scarce, and 
decisions are strictly bound by time. Besides 
aiding decision-making and situational 
awareness, AI also improves logistics, ad-
ministration, maintenance in armies, as well 
as the training and management of military 
personnel. By reducing the burden on 
planning and reducing human labour, it 
allows more resources to be allocated to 
core functions during war. AI handles the 
OODA (observe-orient-decide-act) loop 
much faster than humans and creates com-
bat intelligence clouds with secure gateways 
(Kumar Jha & Das, 2021). Overall, with AI-
boosted militaries, Middle Eastern wars 
will be faster in tempo and broader in 
scope. This will inevitably affect the EU’s 
strategic outreach and security calculus in 
the region. Moreover, AI-driven military sys-
tems significantly contribute command and 
control capabilities by providing a resilient, 
data-oriented chain of command. This mili-
tary-AI collaboration leads to better planning, 
improved resilience, and a much sharper 
concept of operations. Some writings even 
claim that AI will allow for the creation of 
an interactive, autonomous platform that 
provides 360-degree, all-round visuals, and 
analysis of the hostile environment. Such 
developments would greatly enhance the 
operator country’s capabilities in war, pro-
viding it with critical information on the 
war’s trajectory (Kumar Jha & Das, 2021). 
In other words, while the gap between the 
developed and underdeveloped is already 
huge in the Middle East, the AI-driven tech 
breakthrough will further widen the gap. 
This can lead to a geopolitical shift in the 
regional strategic balance of power. More 
importantly, the proliferation of AI in the 
military segment will “allow smaller powers 

and non-state actors to use technology as 
a force multiplier” to increase their impact 
and leverage (Helou, 2021b). In other 
words, the EU might have to revisit its 
geopolitical focus when judging the regional 
actors’ potentials.    
 
However, being rich does not guarantee a 
top place in emerging technologies. Be-
cause such technologies come with strings 
attached, as techno-generational and 
techno-geopolitical trends change swiftly, 
and it is hard to anticipate where valuable 
resources should be allocated. Therefore, 
an accurate, early trend detection and cor-
rect resource allocation remains key to 
success. Every concluded war leaves 
armies vulnerable to potential future attacks. 
Times are changing and countries need to 
re-consider what they spend their budgets 
on. Additionally, armies need to scan the 
horizon for emerging trends and invest ac-
cordingly. Nonetheless, only a few countries 
plan far ahead. Governments need to ac-
knowledge that while robots will not replace 
humans soon, they are key to enhancing 
human decision-making capabilities. So, 
they need to be ready and willing to invest 
whatever it takes in developing their robotic 
and algorithmic warfighting capabilities to 
face future threats (Frantzman, 2020b). 
Any country can develop a good white 
paper or, if its resources permit, invest 
billions of Euros into AI. However, it would 
be that every country’s techno-geopolitical 
intelligence, predictive intelligence and stra-
tegic research edge to tell which exact 
areas it needs to focus its R&D and capa-
bility development efforts.   
  
Conclusion and policy 
recommendations 
 
Compared to the impressive breakthroughs 
in the Middle Eastern AI sphere (notably in 
the Gulf), European capitals do not seem 
to have given much thought to the strategic 
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implications of AI technologies. Figures 
seem to prove this claim. In 2018, the top 
three countries in the global AI start-up 
ecosystem were the US, China and Israel 
(Brattberg et al., 2020). Regarding the 
military applications of AI in Europe, applying 
research into practice still remains a major 
issue. According to Boston Consulting 
Group, the EC must prioritise three points 
to catch up. First, it should aim to establish 
a pan-European, common data space for 
strategic sectors. Second, the EU should 
maintain and guarantee AI sovereignty. 
Third, the EU should catalyse the imple-
mentation of industrial programmes to 
boost the deployment of AI in various 
sectors (Candelon et al., 2020).  
 
Part of the delay may be linked to the fact 
that Europe adopts a much more critical 
stance on the ethics of emerging defence 
technologies, including AI. The European 
Parliament expressed its position on Legal 
Autonomous Weapons Systems (LAWS) 
in successive resolutions (EP, 2018 and 
2021), calling for a ban thereof and recalling 
that the development and use of LAWS 
raises fundamental ethical concerns. The 
EC High Level Expert Group referenced 
the Parliament’s position in its Ethics Guide-
lines for Trustworthy AI (2019). Wary of 
the potential ethical implications of the AI 
breakthrough in the MENA region, Brussels 
can play a pivotal role in preventive gov-
ernance. Put differently, the EU needs to 
pioneer the creation of a smart regulation 
mechanism for AI technologies, and, in 
parallel, strive to develop its own, “trust-
worthy” AI. This would not only provide the 
EU with a much-needed competitive ad-
vantage but also with a unique selling point 
(Csernatoni, 2019).  
 
While this ethical standpoint can easily be 
shadowed by greedy economic consider-
ations, it might be Brussels’ best shot to 
enter the game in the near future amid 
MENA’s rise. If a Union-wide, unified ap-

proach in this respect succeeds, it can 
also be the only mechanism vis-à-vis the 
Middle East’s AI solutions, which do not 
come with many ethical strings attached. 
The concept of AI sovereignty would be 
key here, as it would mean applying the 
technologies with a “European touch”.  
 
At the same time, the EC could establish 
cross-regional partnerships with the pion-
eering Middle Eastern states on developing 
joint military AI programmes. The Italian-
Israeli cooperation on AI technologies is a 
prime example in this regard. While working 
on its own alternative to Middle Eastern 
digital solutions, Europe must also seek 
ways to work together with leading powers. 
   

•  Overall, the Middle Eastern nations, to 
varying degrees, are aware of the AI-
related applications of the military realm, 
which stands to become a game-
changer in terms of military modernisa-
tion. That said, there is great variation 
of defence-relevant AI capacities among 
actors across the region, with differing 
comparative advantages. The Gulf Arab 
countries have economic resources to 
sustain the heavy investments required 
to lead on AI. Iran, on the other hand, 
enjoys a good reverse engineering base, 
while Israel has the most developed 
ecosystem along with a robust defence 
technological and industrial base, as 
well as the right economic model.  

 
•  A major challenge regarding AI in the 

MENA region is building local expertise. 
This will restrict black swan events and 
avoid any negative, high-impact scen-
arios. If they have not already done so, 
every country should aim to adopt 
robust computing power and algorithms 
to minimise biases or failures. Further, 
imported AI requires enhanced security 
measures as it may present the risk “of 
backdoor access” (Warner, 2021). 
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•  Geopolitically, the AI breakthrough will 
bring about clear winners and losers, 
including in the MENA region. These 
winners and losers will have varying 
degrees of national capacities, pointing 
to an incoming reshuffle driven by high-
tech, including AI. Not only the regional 
balance of power but also the speed 
of armed conflict that is likely to change 
soon. The future Middle Eastern wars 
will be more high-tech driven, smarter 
and faster. These shifts must be antici-
pated and factored into the EU’s stra-
tegic and security outlook on the MENA 
region. 

 
•  The EU has to be aware of the fact 

that, under the influence of AI in defence, 
the MENA regional balance of power 
could change fast. To keep up, Brussels 
should prioritise promoting public-private 

partnerships on AI and create robust 
guidelines on how to apply the new 
technologies. In addition to developing 
its own alternative, Europe should also 
find itself a place in the Middle Eastern 
market. With the growing presence of 
Chinese and Russian solutions, Brussels 
should act swiftly to guarantee its spot 
in the region’s emerging AI industry. 

 
• There is one conclusive consideration 

that should guide the EU’s take on 
Middle Eastern AI-investments. Any 
country in question can develop a good 
white paper or, if its resources permit, 
invest billions of Euros in AI. However, 
it is the country’s techno-geopolitical 
intelligence, predictive intelligence, and 
strategic research edge that will tell in 
which exact areas it needs to focus its 
R&D and capability development efforts.    
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Introduction: 
The global conversation 
on AI governance  
 
Acknowledging the regulatory challenges 
of digital transformation has led policy- 
and law-makers across the world to think 
about ways to ensure trustworthy artificial 
intelligence (AI) and mitigate the risks as-
sociated with different uses of AI systems. 
Since Canada launched the first national 
AI strategy in 2017, three dozen countries 
have followed suit. Newly launched multi-
lateral fora such as the Global Partnership 
on AI (GPAI) or the Organization for Econ-
omic Co-operation and Development 
(OECD) AI Policy Observatory have sup-
ported intergovernmental efforts to foster 
AI for universal benefit. Several of these 
bodies, including the OECD, the Council 
of Europe and United Nations Educational, 
Scientific and Cultural Organization 
(UNESCO), have developed guiding prin-
ciples that show an emerging international 
consensus on what AI regulation should 
aspire to: a trustworthy, human-centric AI 
that maximises benefit to humankind while 
safeguarding fundamental rights and lib-
erties.  
 
Regulatory measures enacted or contem-
plated to face this challenge range from 
soft law guidelines to sectoral hard law 
regulation, including outright bans of specific 
technologies, regulatory experimentation 
(“sandboxes”), and technical standardisation. 
Although countries overall still predominantly 
retain soft law approaches, and as of March 
2021, no comprehensive, horizontal legal 
framework on AI has been adopted, there 
is a nascent trend towards legislative reform 
and hard law regulation (OECD, 2021a).  
The European Union (EU) gave a boost to 
global debates on AI governance when 
the European Commission (EC) released, 
in June 2021, its draft proposal for a regu-
lation on AI (EC, 2021), the first ever com-

prehensive attempt to regulate it. Building 
on the success of the EU’s 2016 General 
Data Protection Regulation ([GDPR] EP, 
2016), which set a new global standard 
through the widespread adoption of data 
protection and privacy rules across the 
world, many in Brussels hope to exert a 
similar global regulatory power in setting 
global ground rules for AI that will be pre-
emptively adopted by major AI producers 
thanks to the attractiveness of the Single 
Market. The proposal, if swiftly adopted by 
the European Parliament and Council, 
could enter into force in late 2022 or early 
2023. EU ambition to shape global norms 
is not universally appreciated, however. Al-
though common concerns over Chinese 
dominance in tech has given birth to the 
new United States (US)-EU Trade and 
Technology Council, the US remains fearful 
that a “Brussels Effect” (Bradford, 2020) 
in AI could erode US tech companies’ 
freedom and stifle innovation. 
 
The Middle East and North Africa (MENA) 
region, dominated by different models of 
authoritarian governance and assembling 
a range of volatile security hotspots, will 
be a key testing ground for how the race 
for AI standard-setting that will impact se-
curity and governance quality. In particular 
when used in the region’s sensitive security 
sector, fears loom large that AI technologies 
will boost the power of autocratic regimes 
that have become expert in utilising Western 
security concerns to silence dissent at 
home and fend off criticism from abroad. 
  
This chapter will assess the current regu-
latory state of AI legislation in selected 
MENA countries, set in the overarching 
legal and political context of the region. It 
will analyse a potential extraterritorial impact 
EU AI regulation may have in the region. 
Finally, it will determine what these findings 
mean for MENA security and democratic 
governance, and the implications for EU 
policy. 



Table 1. AI policy and regulation in MENA countries  
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AI regulation in the Middle 
East and North Africa 

Aside from fostering the widespread adop-
tion of AI technology for a range of beneficial 
ends, AI policies and regulation respond 
to concerns raised by AI applications, such 
as the protection of human rights, privacy, 
fairness, algorithmic bias, transparency, 
safety, and accountability (OECD, 2021a). 
Although, at the time of writing, no country 
has enacted comprehensive horizontal 
legislation on AI, some countries have 
adopted bans on specific high-risk tech-
nologies (e.g. Belgium on Lethal Auton-
omous Weapons Systems [LAWS]) or are 
considering doing so (e.g. US on specific 
use cases of facial recognition technology). 
Moreover, AI uses are woven into other 
pieces of legislation, such as laws regulating 
data protection, cyber-crime, industrial stan-
dards, law enforcement, arms procurement, 
export controls, and so on. Importantly, the 
past two years have seen considerable ef-
forts at the multilateral level (Council of 
Europe [CoE], OECD, EU) to operationalise 

high-level principles from a risk-based ap-
proach, and in addition many countries 
have introduced soft law guidelines and 
standards for AI ethics and governance 
aligned with the OECD AI Principles 
(OECD, 2020).  
 
In the MENA region, the first country to 
adopt a national AI strategy was the United 
Arab Emirates (UAE) in 2017. As shown in 
table 1, several MENA countries have 
since followed suit, either by publishing a 
national AI strategy (Egypt, Jordan, Lebanon, 
Morocco, Saudi Arabia, Turkey, UAE, Qatar) 
or announcing their intention to do so 
(Tunisia, Algeria, Bahrain). MENA countries 
that have adopted ethical guidelines for 
trustworthy AI or are in the process of 
doing so include Israel, Jordan and the 
UAE (Dubai). Some have established a 
National AI Council or similar dedicated 
government institutions to centrally foster 
AI across sectors (Egypt, Israel, UAE, 
Qatar, Saudi Arabia), alongside research 
centres, networks and centres of excellence 
for AI development.  

The past two 
years have seen 
considerable 
efforts at the 
multilateral level 
(CoE, OECD, EU) 
to operationalise 
high-level 
principles from 
a risk-based 
approach

Country 
 

Algeria 

 

 

 

 

Bahrain 

 

 

 

Egypt 

 

 

 

 

 

 

Iran 

National AI Institutions  
 
National Council for 

Scientific Research and 

Technologies (CNRST) 

 

 

n/a 

 

 

 

National Council for 

Artificial Intelligence 

 

 

 

 

 

n/a 

Policy 
 

National Strategic Plan 

for Artificial Intelligence 

2020-2030 (2021, not 

publicly available) 

 

National Artificial 

Intelligence Strategy 

(under development) 

 

Egypt National Artificial 

Intelligence Strategy 

(2020 tbc) 

 

Data Strategy (under 

development) 

 

Digital Iran: National 

Soft Law 
 

n/a 

 

 

 

 

Bahrain AI Procure-

ment Guidelines 

(2020) 

 

Egyptian Charter on 

Responsible AI (under 

development) 

 

 

 

 

n/a 

          Legislation  
(AI or related areas) 

n/a 

 

 

 

 

n/a 

 

 

 

Cybercrime Law 

(2018) 

 

Personal Data 

Protection Law (2020) 

 

 

n/a 
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Iraq 

 

Israel 

 

 

 

 

 

 

 

 

 

 

 

Jordan 

 

 

 

Lebanon 

 

 

 

 

Morocco 

 

 

 

 

 

 

 

Oman 

 

 

 

Qatar 

 

 

 

 

 

 

 

Saudi Arabia 

 

 

 

 

n/a 

 

National Initiative for 

Secured Intelligent 

Systems  

 

Israeli Innovation 

Authority 

 

Privacy Protection 

Authority 

 

Competition Authority 

 

n/a 

 

 

 

n/a 

Agency for Digital 

Development (ADD) 

 

 

National Commission 

for Personal Data 

Protection (CNDP) 

 

Directorate-General for 

Information System 

Security (DGSSI) 

 

n/a 

 

 

 

Qatar Center for 

Artificial Intelligence 

(QCAI) 

 

Qatar Computing 

Research Institute 

(QCRI) 

 

Saudi Data and 

Artificial Intelligence 

Roadmap 2020-2025 

(2019) 

 

tbc 

 

Report of the National 

Initiative to the 

Government (2021) 

 

 

 

 

 

 

 

 

 

Jordan Artificial 

Intelligence Policy 

(2020) 

 

National Artificial 

Intelligence Strategy in 

Lebanese Industry 

2020-2050 (2019) 

 

n/a 

 

 

 

 

 

 

 

Circular on the use of 

AI in Government Units 

(2021) 

 

National Artificial 

Intelligence Strategy 

for Qatar (2019) 

 

 

 

 

 

National Strategy for 

Data and AI (2020) 

 

 

 

n/a 

 

Guidelines for AI 

(under development) 

 

 

 

 

 

 

 

 

 

 

National Charter on AI 

Ethics (under 

development) 

 

n/a 

 

 

 

 

n/a 

 

 

 

 

 

 

 

n/a 

 

 

 

n/a 

 

 

 

 

 

 

 

n/a 

 

 

 

 

n/a 

 

Cyber Law (under 

development) 

 

 

 

 

 

 

 

 

 

 

n/a 

 

 

 

n/a 

 

 

 

 

n/a 

 

 

 

 

 

 

 

n/a 

 

 

 

n/a 

 

 

 

 

 

 

 

Personal Data 

Protection Law (2021) 



Source: OECD AI Observatory, MENA governments, interviews conducted by the authors.  

Note: data available for Libya, Syria and Yemen. 
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Variation across the region is significant, 
dividing countries into roughly three groups: 
a vanguard of technologically-advanced 
countries in the full process of developing 
a favourable ecosystem for AI (the Gulf 
Cooperation Council [GCC] states, Israel 
and Turkey); a middle group with less tech-
nological edge but actively developing AI 
capacity to varying degrees (including 
Egypt, Iran, Lebanon and Tunisia), and a 
third group of countries which, due to war 
and other hardships, have not taken any 
significant steps in this domain (including 
Syria, Libya, Yemen). 
 
Variation is also great among the AI strat-
egies that have been formulated in the re-
gion. None of the MENA countries has in-

troduced a nationwide AI ethics framework, 
although some are in the process of de-
veloping them while others have introduced 
such frameworks at the local level (IDRC, 
2020), namely the city of Dubai as part 
of its smart city concept. Despite con-
siderable variation in detail and depth, by 
and large MENA countries’ national AI 
strategies formulate the countries’ ob-
jectives in using AI technology to foster 
and improve industrialisation and pro-
ductivity, social and economic devel-
opment, employment, healthcare, and na-
tional security. Importantly, however, 
contrary to the European risk-based ap-
proach to AI, available MENA AI strategies 
overwhelmingly emphasise the opportunities 
inherent to AI, but barely assess the risks. 

Contrary to the 
European risk-
based approach 
to AI, available 
MENA AI 
strategies 
overwhelmingly 
emphasise the 
opportunities 
inherent to AI, 
but barely 
assess the risks

 

 

 

 

 

Tunisia 

 

 

 

 

Turkey 

 

 

 

 

UAE 

Authority (SDAIA) 

 

National Centre for AI 

(NCAI) 

 

Task Force AI at the 

Ministry of Education 

and Science (2018) 

 

 

Digital Transformation 
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Most frequently mentioned are privacy 
concerns, as well as quality and safety 
concerns such as algorithmic bias or 
data accuracy. Broader mention and as-
sessment of risks to fundamental human 
rights, however, are notoriously absent. 

Although references to international soft 
law norms such as the OECD principles 
on AI are found in almost all documents, 
there is little space given to tangible 
ethics concerns, let alone a clear roadmap 
on how to mitigate them.   

Regulatory efforts in five of the leading AI 
powers in the MENA region are discussed 
in greater detail below (selected for AI 
readiness as well as geographical vari-
ation). 
 
The United Arab Emirates (UAE) is 
the frontrunner in the region in terms of 
AI readiness (IDRC, 2020), helped by 
an early government vision for the country 
based on digitalisation which has put 
the country at the regional vanguard of 
AI ecosystem development in terms of 
institutional frameworks, education, data 
governance, and regulation (Mejri, 2020). 
The UAE was among the first countries 

globally and the first in the MENA region 
to publish a National AI Strategy in 
2017, and the first to appoint an AI Min-
ister. With its AI Ethics Guidelines and 
Toolkit, the city of Dubai also pioneered 
this kind of soft law in MENA AI regula-
tion. A comprehensive UAE Federal Data 
Protection Law that came into force in 
early 2022 largely mirrors the EU’s 
GDPR.  
 
The UAE’s AI Strategy notably discusses 
the opportunities and ambitions regarding 
AI technology at length but does not 
discuss AI ethics or human rights con-
cerns. While the AI Ethics Guideline for 
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the city of Dubai explicitly acknowledges 
ethics being central to AI research and 
recommends guiding principles in the do-
mains of ethics, security, humanity and 
inclusiveness, it also states that “ethics 
are cultural, and there is not one universal 
code of ethics” (Smart Dubai, 2020), 
apparently suggesting that no universal 
human rights principles should be applied 
in relation to AI. A particular human 
rights concern in the UAE, as well as 
other Gulf states, is AI-enabled surveil-
lance. Having the means to develop and 
acquire sophisticated technology and 
helped by the push for implementing 
broad individual tracking tools in the 
course of the COVID-19 pandemic, the 
Gulf states have experienced a boost 
of AI-enabled surveillance (Jones, 2021). 
China’s domestic surveillance model is 
likely to provide some inspiration in the 
context of the UAE’s tight technology 
cooperation with China including on 
smart cities, AI, big data and 5G, hailed 
by Chinese officials as “pioneering”.  
 
Israel is among the emerging AI econ-
omies, ranking 8th among the countries 
with the highest density of AI players 
per billion EUR Gross Domestic Product 
(GDP) (Righi et al., 2021). It also ranks 
third for AI solutions and has a global 
AI market share of 11%, equal to China, 
and 40 times more AI companies per 
capita than the market leader, the United 
States (US), leading to a self-description 
as the “hidden champion of Artificial In-
telligence” (Israel Innovation Authority, 
2020). Israel views AI as a critical emerg-
ing technology directly relevant to its 
national security. The countries’ regulatory 
efforts in AI have been particularly cau-
tious to strike a balance between inno-
vation and rights protection. A hard law 
approach such as the European ap-
proach to AI regulation is mostly viewed 
as too rigid and stifling innovation, but 
a process of soft law development – re-

peatedly delayed and politicised due to 
Israeli government reshuffles in recent 
years – is underway. In 2018, then-
Prime Minister Netanyahu launched the 
National Initiative for Secured Intelligent 
Systems, a multi-level, multi-stakeholder 
national task force with the mandate to 
draft recommendations to the govern-
ment for an AI guideline, based on the 
six Israeli AI ethics principles (largely 
based on the OECD principles for AI). 
The task force submitted a report to the 
prime minister, proposing a national 
strategy for secured intelligent systems 
(NISIS 2020). The task force’s ethics 
working groups moreover proposed a 
nuanced model of regulation to match 
different regulatory approaches based 
on the risk level associated with a par-
ticular activity, with a strong focus on 
industries’ self-regulation ex-ante and 
dedicated legislation only recommended 
for medium- and high-risk applications 
in which the pace of development does 
not surpass the pace of the legislative 
process (NISIS Subcommittee, 2019).  
 
Unlawful surveillance is a big topic in 
Israel’s AI sector, too. The country made 
headlines in 2020 when a list of 50,000 
mobile phone numbers, many of them 
from politicians (including French Presi-
dent Emmanuel Macron), journalists and 
government-critical individuals, was 
leaked that had been subject to undue 
surveillance using the controversial Pe-
gasus malware developed by the Israeli 
NSO Group. NSO claimed its software 
was only sold to previously vetted gov-
ernments for military purposes, law en-
forcement and crime prevention, but ad-
mitted it had no control over the uses of 
the software post-sale, prompting some 
Israeli commentators to raise concerns 
of Israel becoming a hub for authoritarian 
tech if such software was allowed to be 
sold to countries without an independent 
judiciary and a solid rule of law (Ziv, 
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2021). Israeli legislation on defence ex-
ports is generous, meaning that (except 
in the case of a United Nations Security 
Council arms embargo) political and di-
plomatic priorities usually outweigh 
human rights considerations. In De-
cember 2021, the Israeli Ministry of De-
fence’s Export Control Agency imposed 
additional export control mechanisms 
on cyber warfare tools in part in response 
to the international backlash to the Pe-
gasus scandal. However, Israeli export 
control advocates say it is unlikely that 
the regulatory measures taken provide 
a sufficient safeguard to prevent the ex-
port of Israeli surveillance malware to 
authoritarian governments in the future 
(Gross, 2021).  Israel’s recent rap-
prochement with authoritarian MENA 
countries under the Abraham Accords, 
widely hailed as peace-making arrange-
ment, is a concern in this regard as it 
increases the likelihood of such high-
risk technology exports.  
 
Egypt has gone to great lengths in 
recent years to invest in the development 
of its AI sector. The government has 
been active in international fora on AI 
governance and chairs a Cairo-based 
Arab AI Working Group that seeks to 
foster harmonised AI policy approaches 
among Arab countries. In November 
2019, the government created a National 
Artificial Intelligence Council chaired by 
the Minister of Communication. The 
multi-stakeholder body eventually outlined 
Egypt’s National AI Strategy and over-
sees its implementation. In terms of soft 
law, the Egyptian government has an-
nounced its intention to develop a 
Charter on Responsible AI to include 
assessment guidelines, technical guide-
lines and good practices. The National 
AI Strategy acknowledges processes 
and norms of international AI governance, 
and briefly discusses the need for re-
sponsible and ethical AI “policies, regu-

lations and legislations to mitigate po-
tential misuse,” and as an enabler for 
the widespread adoption of AI. It also 
recommends setting up an ethics track 
within the National AI Council to act as 
an advisory body and clearing house 
for AI ethics, including by implementing 
the aforementioned National Charter for 
Responsible AI (Egyptian National Coun-
cil for Artificial Intelligence, 2019).  
 
Concerns regarding AI in Egypt’s security 
sector relate to the country’s renewed 
clampdown on human rights under Presi-
dent al-Sisi’s military regime, as well as 
the growing cooperation with China in 
approximating Egypt’s digital/tech gov-
ernance to China’s. Following the sig-
nature of a Digital Silk Road memoran-
dum, Beijing and Cairo moved fast in 
their cooperation, including visits by 
Egyptian officials of Chinese big tech 
firms, talks on increasing Chinese in-
vestment in AI, a new Egyptian cloud 
computing centre built by Huawei, and 
increased Chinese financing of the Egyp-
tian telecommunications sector. In order 
to serve its great ambitions in tech, 
Egypt needs urgent infrastructure up-
grades and access to cheap 5G. At the 
same time, Chinese support could in-
clude help on how to use AI and other 
advanced technologies to silence dissent, 
as Chinese trainings on censorship for 
Egyptian officials appear to suggest. In 
2018 Egypt adopted a cybercrime law 
that moves the country closer to China’s 
model, enhancing the government’s 
ability to censor online and sanction 
those who access or publish information 
(Kurlantzick, 2020).  
 
Turkey does not yet have a specific 
piece of legislation governing AI, and 
the overall regulatory background remains 
underdeveloped. However, Ankara issued 
a National AI Strategy in 2021, prepared 
by the Turkish Presidency’s Digital Trans-
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formation Office. Turkey also actively 
contributed to global AI governance 
discussions, such as in the Council of 
Europe’s Ad-hoc Committee for Artificial 
Intelligence (CAHAI). Discussions of AI 
regulation in Turkey are currently evolving 
around data protection and privacy. No-
tably, Turkey has a data protection regu-
lation, mostly modelled after the EU’s 
original 1995 Data Protection Directive, 
but there are plans to reform the law in 
line with the EU’s GDPR (EP, 2016). 
  
Turkey’s National AI Strategy refers to 
the internationally acknowledged ethical 
principles on human-centric AI to which 
Turkey is formally ascribed, such as 
those by the OECD, the G20, the EU 
and UNESCO (Turkish Ministry of In-
dustry and Technology, 2021). At the 
same time, the strategy fails to ad-
equately detail how and by whom the 
application of these principles should 
be supervised. Two working groups 
within the strategy’s steering body, on 
AI Law Ethics and Trustworthy and Re-
sponsible AI, respectively, will provide 
advice. Notably, Ankara is a major pro-
ducer and exporter of AI-powered drones 
including LAWS. The deployment of 
Turkish autonomous drone weapons in 
Libya has been reported as one of the 
first documented instances of LAWS 
deployment. There have been dis-
cussions on export controls on Turkish 
LAWS among Turkish academics, but 
no legislative proposals have been 
brought forward.  
 
The government of Tunisia has made 
several attempts to develop a national 
AI strategy. In 2018, the Ministry of 
Higher Education and Research launched 
an AI Task Force of experts to this end, 
including 10 thematic working groups. 
Political instability in the run-up to the 
2019 presidential elections, however, 
prematurely ended this undertaking. In 

2019, the Ministry of Industry launched, 
as part of its larger industrial development 
strategy, an internal roadmap to develop 
Tunisia’s AI ecosystem, which, while 
launching a host of AI-related initiatives 
in research and training, also stopped 
short of developing an AI strategy or 
other draft AI policy or regulation. (Mejri, 
2020). The slowly escalating political 
crisis in Tunisia around the centralisation 
of power by President Kais Saied, how-
ever, is likely to paralyse major advance-
ments in this area in the near future. 
 
AI regulation and 
authoritarian 
governance 

MENA governments, in speech and policy, 
emphasise the growth and development 
opportunities inherent in AI. Used in 
MENA law enforcement, on the one hand, 
AI technologies could boost these coun-
tries’ capacities to face their very real se-
curity concerns, such as in countering vi-
olent extremism or in curbing irregular 
migration. On the other hand, where a 
weak rule of law fails to shield citizens 
from abuses, fears loom large that AI 
technologies could turn into a bionic arm 
of unaccountable rulers, further entrench-
ing authoritarianism at Europe’s doorstep.  
 
The World Justice Project (WJP) defines 
four universal principles of the rule of 
law: accountability, just law, open gov-
ernment, and accessible and impartial 
justice (WJP, 2021). Table 2 below shows 
the rule of law scores of MENA countries 
and their ranks in global comparison. Al-
though here, too, we see considerable 
variation, the overall picture is of a region 
with weak to very weak rule of law, which 
draws a worrisome picture with regard 
to the potential effectiveness of regulation 
of some of the politically more sensitive 
use cases of AI. 
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Even under the assumption that an impec-
cable regulative framework for AI can only 
be as protective as the judicial system 
safeguarding its essence, just legislation 
is a precondition for effective human rights 
safeguards. The global under-regulation of 
AI is echoed in the MENA region. As de-
tailed above, despite considerable dynamism 
in this area in recent years, and governments 
across the region working on different 
regulatory documents, AI regulation in the 
MENA region so far remains largely soft 
law, lacking avenues of accountability. No-
tably, the published strategy and guidance 
documents on AI devote very little space 
to human rights and ethics, suggesting a 
box-ticking exercise rather than a serious 
concern. None of them provides a deep, 
comprehensive analysis on how AI systems 
may affect human rights, let alone concrete 
steps on how to mitigate these risks, con-
trasting with the significant detail devoted 
to economic competitiveness and innovation 
advantage (Stanford, 2021). In addition, 
any of the laws governing the use of AI in 
specific use cases (such as the notorious 
cyber-crime laws) fall short of international 
standards in their lack of proportionality.  
 
The instrumentalisation of national security 
to suppress dissent has been a central el-
ement of MENA authoritarian governments’ 
toolbox for decades. The opportunities 

presented by AI, including the potential 
boost to authoritarian control, makes these 
processes only more salient in the field of 
AI technologies. The aftermath of the 2011 
Arab uprisings has witnessed a sharp 
clampdown on human rights, political 
dissent and civic activism across the MENA 
region. Žilvinas Švedkauskas’s chapter in 
this volume shows in greater depth how 
digital technologies, hailed as a wand of 
liberation a decade ago, have been co-
opted as control tools by authoritarian re-
gimes. The COVID-19 pandemic has given 
a further boost to this trend as citizens 
have volunteered personal data to govern-
ments and tracking apps have become 
household items. MENA governments, in-
spired and supported by China, have de-
liberately built up their (partially AI-enabled) 
surveillance and control capabilities to up-
grade their authoritarian control toolbox in 
the different arms of government.  
 
In sum, if in global debates on AI governance 
and regulation some use cases raise sig-
nificant concerns regarding safety and ac-
countability, and human rights and funda-
mental liberties at large, the lack of effective 
regulation in an authoritarian context maxi-
mises these concerns manifold. Evidence 
abounds that MENA governments see AI 
not merely as an opportunity for growth 
and development but equally for a con-
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Country                                Global Rank (of 139)                 Global Score (0-1) 
UAE                                                            37                                                  0.64 
Jordan                                                         59                                                  0.55 
Tunisia                                                         65                                                  0.53 
Algeria                                                        82                                                  0.49 
Morocco                                                     90                                                  0.49 
Lebanon                                                    104                                                 0.45 
Iran                                                             119                                                 0.42 
Turkey                                                        117                                                 0.42 
Egypt                                                         136                                                 0.35

Source: World Justice Project (2021).
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venient rationalisation of an organised 
clampdown of political dissent to secure 
the political status quo. This political premise, 
and the devastating effect an institutional-
isation of largely unregulated AI uses in 
the MENA security sector might have on 
the region’s politics and security, must 
take centre stage in any EU cooperation 
on AI with MENA governments. 
 
Europe’s regulatory 
power in AI 
 
What impact could the EU’s draft AI Act 
have on future AI regulation in MENA 
countries, and on the use of these tech-
nologies in the region’s security sector? 
The Commission’s draft act, which proposes 
rules for the development, placement on 
the market and use of AI systems in the 
EU from a risk-based approach, represents 
a deliberate leap forward in international 
debates on a global regulatory consensus 
for emerging tech. Ongoing discussions 
in the EU-US Trade and Technology Council 
speak to this overarching theme, and the 
EU draft rulebook’s influence will also be 
conditioned by how Europeans engage 
the US and other partners in ongoing de-
bates on the creation of a global AI norms 
regime (Csernatoni, 2021). In a market 
dominated by US and Chinese technologies, 
transatlantic allies have been keen on pre-
venting prevalence of Chinese norms and 
standards, which notably could create 
wider opportunities for authoritarian uses 
of AI technologies and reduce consumers’ 
trust in AI, to the detriment of the far-
reaching spread of trustworthy, beneficial 
uses of AI. In this context, the MENA 
region presents an interesting case study 
as to the potential impact the new EU AI 
regulation could have beyond the EU’s 
borders.  
 
While the EU lacks jurisdiction beyond its 
borders, debates on the EU’s draft AI Act 

have raised expectations that the regulation 
may develop an extraterritorial reach. This 
largely points to an impact by market forces, 
i.e. the fact that rules and standards set by 
the regulation will also apply to companies 
outside of the EU that want to export AI 
technology or AI-powered goods and ser-
vices to the Single Market, which might in-
centivise companies – and potentially even 
legislators – to adopt EU norms and stan-
dards. When discussing the potential impact 
of EU regulation in AI, we must distinguish 
between the purchase and use of AI, and 
impact of regulatory frameworks abroad. 
 
In terms of the purchase and use of AI sys-
tems, in a nutshell, the Commission’s draft 
EU AI Act bars certain high-risk AI tech-
nologies on the EU market, but not abroad. 
Importantly, this means that it does not 
ban European companies from producing 
and exporting these high-risk technologies 
to third countries. The degree to which 
MENA governments and/or private com-
panies could still acquire EU-produced 
high-risk AI technology hence depends 
not on the AI Act but on the effectiveness 
of the EU’s export control regime at large. 
The EU Export Control Regulation, recast 
in 2021, governs the export of dual use 
goods, services and technologies to both 
governments and non-governmental cus-
tomers (EP, 2021b). It raises the dangers 
of authoritarian abuse of dual use goods 
in no uncertain terms and makes export 
of listed dual use goods subject to man-
datory clearance via export licensing. It 
also creates the possibility for member 
states to require EU licensing of goods 
and technologies that could present human 
rights risks but are not covered by multi-
lateral export regimes. Although the new 
Regulation is largely focused on goods 
and technologies but not the end-user, it 
pays explicit attention to cyber surveillance 
tools and does allow for human-rights 
based controls of exports by the EU, 
thereby creating a mechanism to limit the 
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export of specific AI systems if the EU so 
chooses. As shown in Žilvinas Švedkaus-
kas’s chapter of this volume, the multilateral 
export control regime enshrined in the 
Wassenaar Arrangement, of which all EU-
27 are members, does not allow for human 
rights-based licensing requirements. Some 
leading European experts have therefore 
called for an immediate moratorium on the 
sale of spyware technology until a global 
export regime can identify and place these 
tools under global restraint (Kaye & Schaake, 
2021). In the absence of a highly effective 
dual use exports control regime, AI-enabled 
systems and in particular surveillance tools 
magnify the already ample opportunities 
for abuse for digital authoritarianism. 
 
The outlook for the export of AI in military 
technology is not more encouraging. EU 
treaties reserve national security to the ex-
clusive competence of member states that 
jealously guard this prerogative, which often 
constrains or produces deadlock in efforts 
of regulation in areas which by their nature 
require a multilateral regulative regime, 
such as surveillance malware – brought 
back to the fore of European debates by 
fresh revelations of Pegasus spying on 
European politicians in April 2022 – or 
LAWS.33 In line with member states’ national 
security prerogative, the scope of the AI 
Act explicitly excludes AI systems “explicitly 
developed or used for military purposes.”34 
It also excludes AI systems that are used 
by government authorities outside of the 

Union “in the framework of international 
agreements for law enforcement or judicial 
cooperation with the Union or one or more 
Member States” (EC, 2021). The latter 
would apply to most MENA governments, 
meaning that those that have such coop-
eration/agreements with the EU or a 
member state could use high-risk AI in 
their law enforcement, regardless of the 
quality of the laws that are being enforced 
or the autocratic nature of their regimes. 
Given EU member states’ own security in-
terests, no meaningful toning down of 
these carve-outs that may be introduced 
by the Parliament is likely to be accepted 
by the Council, which is necessary to pass 
the legislation.  
 
In terms of impact on MENA regulation, 
the EU’s AI Act could in theory lead to a 
de jure Brussels Effect as MENA govern-
ments seek to adopt similar rules, with 
smooth access to the EU single market as 
a big incentive. More likely, as MENA gov-
ernments are currently not inclined towards 
horizontal AI regulation, MENA companies 
– inspired by soft law guidelines or not – 
may pre-emptively adopt EU AI regulative 
norms and standards without their legislative 
bodies adopting any mandatory rules. Such 
a de facto Brussels Effect is already hap-
pening as some tech companies in Israel 
or Tunisia have asked their governments 
not to bother coming up with AI regulation 
of their own but to adopt the EU rules in-
stead. The likelihood of a broader regulatory 

33  According to Anja Dahlmann, Head of Project on the Regulation of Autonomous Weapons at the 
German Institute for International and Security Affairs, international efforts to regulate and define MHC 
may best be geared not towards an international treaty, but a mix of hard law measures and dynamic soft-
law mechanisms – a “Treaty Plus” approach. According to Ms Dahlmann, the EU’s contribution to the 
norm-making process is already well underway, and a definition of meaningful human control can be 
consolidated through a Common Position, as mentioned in the Parliament’s resolution of January 2021, 
where member states can provide contributions and translate the main principles into national and 
international law.
34  The EU only recently agreed to discuss the impact of AI development and digitalisation on the defence 
sector. The European Parliament has adopted several resolutions on LAWS and AI in defence, and called 
for a common EU position on LAWS. See EP, 2021b:  https://eur-lex.europa.eu/legal-content/EN/TXT 
/PDF/?uri=CELEX:52021IP0009 
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Brussels Effect in third countries, de jure 
or de facto, is closely linked to the market 
ties between a given jurisdiction and the 
EU. As long as the EU remains the biggest 
consumer market in the world, there is a 
reasonable expectation of some degree of 
a global spread of its regulatory standards 
(Bradford, 2020). At the same time, EU 
officials maintain that the experience of 
GDPR is not necessarily transferable to 
the AI Act, in part because the provisions 
in the AI Act itself do not make demands 
of the regulatory environment in third coun-
tries in the scope GDPR does (which al-
ready regulates the processing of personal 
information of EU citizens globally, including 
with AI-enabled systems).  
 
Further, as the MENA region is a net im-
porter of AI technology, the future of AI 
governance, norms and standards in MENA 
countries is closely linked to the origins of 
those technologies. As Aitor Bonsoms and 
Lewin Schmitt’s chapter in this volume 
shows, AI technology in the MENA region 
mostly originates from China, the US and 
the EU. Beijing has specifically courted 
the MENA region as part of its technological 
expansionism and has signed Digital Silk 
Road memoranda of understanding on 
digital technology cooperation under the 
Belt and Road Initiative (BRI) with Egypt, 
Turkey, the UAE and Saudi Arabia35 (Eurasia 
Group, 2020). As governments in the 
MENA region have great demand (and 
money, in some cases), paired with low 
scruples, China appears an ideal provider 
at a political and regulatory level, and more 
so if US exporters of AI technology voluntarily 
adapt to higher standards along the lines 
of the EU’s AI regulation (Qiang, 2021). 
That said, the possibility of US companies 

not bowing to the AI Act’s stipulations for 
their entire production, as well as the 
outlook that EU exporters of AI systems 
may still develop and export “bad AI” prod-
ucts for the global market, would relativise 
the Chinese comparative advantage in 
authoritarian tech. 
 
EU officials underline that much of the 
value of the EU’s AI Act lies in the fact that 
it enshrines technical quality standards 
that ensure the accurate functioning and 
safety of AI-enabled applications and will 
thus be treasured by any user and govern-
ment regardless of their political leaning 
or state of regulation. Quality and trust-
worthiness of AI, they argue, will ultimately 
prevail as the key features that remain 
crucial to all who seek to purchase AI 
technology, be they democratic or auth-
oritarian. While this is certainly true to 
some degree, the quality metrics do 
change with an AI system’s use case 
and user interest: a democratic, account-
able government is likely to have other 
quality priorities than an authoritarian re-
gime using AI to keep dissent in check, 
which will not worry to the same degree 
about, say, false positives. But even if 
Chinese AI products do not fully match 
US and European quality standards, 
MENA clients may prefer Chinese tech-
nology when it is both considerably 
cheaper thanks to massive Chinese state 
subsidies (Feldstein, 2020) and comes 
without a string of regulatory requirements. 
MENA governments and stakeholders 
may well choose to retain regulatory am-
biguity and purchase high-risk goods that 
are banned or controlled in the EU from 
cheaper and/or less-regulated providers 
such as Israel or China, providing the 

35  As part of an effort to diversify the country’s economy away from oil and boost the private sector, the 
Saudi AI Strategy aims to accelerate AI development and, by 2030, Saudi Arabia intends to train 20,000 
data and AI specialists, attract USD 20 billion in foreign and local investment, and create an environment 
that will attract at least 300 AI and data start-ups. During the summit where the Saudi government 
released its AI strategy, the country’s National Center for Artificial Intelligence (NCAI) signed collaboration 
agreements with China’s Huawei and Alibaba Cloud to design AI-related Arabic-language systems 
(Stanford, 2021).
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latter with a comparative advantage in 
authoritarian tech supply. The result could 
be a “Beijing Effect” (Erie & Streinz, 
2021) in AI as the counter piece of the 
Brussels Effect, leading to a global AI 
market split in two, with a high-quality, 
highly regulated segment served by EU 
and US companies, and a lower quality, 
less regulated “AI Wild West” catered to 
by China and other upcoming producers 
of authoritarian tech (possibly also served 
by EU and US developers, in the absence 
of effective export controls).  
 
Of course, there are many nuances and 
caveats to such an outlook, which are 
likely to condition the large grey zone be-
tween these two extremes. For starters, 
it remains to be seen to what degree re-
cent EU regulations will effectively bar 
companies located in EU member states 
from exporting sensitive security-relevant 
AI technologies abroad (Chase & Wind-
wehr, 2021). Importantly, US companies 
not applying the same strict rules as 
Europeans could surpass China’s com-
petition in the MENA region and push 
EU companies out of the market (as chapter 
2 in this volume shows, in surveillance 
technology this is already the case as US, 
Canadian and Israeli companies, not Chi-
nese, are the main providers to the MENA 
region). Another scenario is that China 
might overtake Western competitors in ad-
vancing its own AI regulation, as suggested 
by Beijing’s substantial recent ambition in 
launching new tech laws, such as its pro-
posed draft laws on algorithm management 
(2021) and deepfakes (2022). Further, 
emerging regional AI powers such as Israel, 
the UAE or Turkey could also turn into 
major providers of authoritarian tech – 
which in part is already a reality, as evident 
in Israel’s export of Pegasus spyware and 
other sensitive military and dual use tech-
nology across the region. Finally, the fact 
that the EU’s international partners do not 
necessarily share the Union’s enthusiasm 

about the EU setting global norms and 
standards in AI by means of pre-emptive 
regulation – quite the opposite in fact, with 
Washington fearful of a Brussels Effect in 
AI (Matthews, 2021) – could further limit 
the exterritorial reach of the AI Act. On the 
other hand, while the very notion of extra-
territorial intent is likely to create tension, it 
may equally serve as an incentive for others 
to move ahead of the EU (Henig, 2021), 
especially if the EU’s draft AI Act lingers in 
legislative limbo beyond 2022. In a similar 
vein, it remains to be seen if international 
efforts of coordinating AI regulation, including 
in the EU-US Technology Council, lead to 
concrete results in coordination and joint 
norm-setting, beyond the shared preoccu-
pation about Chinese dominance in tech. 
 
Conclusion and policy 
recommendations 
 
The chapter has shown how the MENA re-
gion’s under-regulation in AI contrasts with 
its significant interest and investment in AI, 
including and especially in the sensitive 
security sector. In the MENA’s authoritarian 
setting and trajectory of recent years, this 
forms a worrisome trend that must take 
centre stage for EU policy when considering 
cooperation with MENA governments on AI.  
 
Importantly, EU policies towards the MENA 
in the area in AI must be placed within the 
EU’s larger efforts to shape emerging 
norms on AI governance and promote a 
human-centric, values-based regulatory glo-
bal framework for AI that boosts the op-
portunities of AI and helps innovation to 
thrive while effectively mitigating the risks 
associated with some of its uses. This is 
most urgent in the sensitive area of security 
and defence where the danger of abuse 
looms largest, with a potentially devastating 
impact on neighbourhood geopolitics and 
EU security. Under this general premise, 
the EU should: 
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•  In Brussels, systematically assess the 
external dimension of the EU AI Act, 
and the impact of its extraterritorial 
regulatory power, including adverse ef-
fects, on security and digital rights in 
third countries.  

 
•  Amend the language on security carve-

outs in the final draft of the AI Act, and 
other relevant regulation, making sure 
to establish effective safeguards to pre-
vent EU tech companies from exporting 
high-risk dual use or military AI to auth-
oritarian governments.  

 
• Make sure the human rights and geo-

political dimensions of EU strategy on 
AI is understood and taken into account 
across institutions and policies; and in 
the same vein, ensure EU strategy on 
AI is embedded in a larger EU strategy 
on technology as a geopolitical asset 
in the EU’s external relations. 

 
• On the global stage, engage partners 

bilaterally and in multilateral fora to work 
towards a global consensus for AI 
norms, including by explaining the EU 
regulatory approach on AI and mitigating 
fears of EU regulatory expansionism. 

 
•  In this context, step up efforts to engage 

international partners on regulating 
LAWS, where a global norms regime 
is particularly urgent.  

 
• Support the involvement of MENA 

governments, research institutions, pri-
vate sector stakeholders and watchdogs 
in multilateral fora and consultations 
on AI governance.  

 
•  In the MENA region, as the first step in 

a sequenced approach of cooperation 
on AI, work with governments on de-
vising a thorough regulatory framework, 
including on AI standards, data pro-
tection, cyber security, and so on, that 
echoes the standards of safe and 
trustworthy AI as reflected in the EU 
AI regulation, the OECD principles, 
and other agreed international stan-
dards. 

  
•  In subsequent steps, help foster a fa-

vourable AI ecosystem, including through 
training/capacity-building in AI standards 
to MENA bureaucrats, law-makers, and 
journalists, and fostering public-private 
partnerships between European and 
MENA tech companies on AI that re-
spect and promote agreed principles 
on trustworthy AI.  

 
•   Last but not least, aside from designing 

cooperation with governments on AI, it 
will be of the utmost importance to 
strengthen digital rights civil society 
groups in the MENA region – financially, 
politically and legally. For the financial 
dimension, the EU should consider set-
ting up a dedicated Digital Rights Fund 
for the MENA region, or for the whole 
EU neighbourhood. 
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ABC Automated Border Crossings 
AI Artificial Intelligence 
BRI Belt and Road Initiative 
CAHAI Ad Hoc Committee on Artificial Intelligence at the Council of Europe 
CAPTCHA Completely Automated Public Touring test to tell Computers and 

Humans Apart 
CCTV Closed Circuit Television 
CoE Council of Europe 
DPI Deep Packet Inspection 
ECR Export Control Regulation  
EDA European Defence Agency 
EDF European Defence Fund 
EDIDP European Defence Industrial Development Programme  
EDT Emerging Disruptive Technologies 
EC European Commission 
EP European Parliament 
EU European Union  
EU-27 The European Union of 27 Member States 
GCC Gulf Cooperation Council 
GDP Gross Domestic Product 
GDPR General Data Protection Regulation 
GPAI Global Partnership on Artificial Intelligence 
G20 Group of Twenty 
HIV/AIDS Human Immunodeficiency Virus / Acquired Immunodeficiency 

Syndrome 
HLEG High-Level Expert Group 
ICT Information and Communications Technology 
IDC International Data Corporation 
IDF Israeli Defence Force 
INTERPOL International Criminal Police Organization 
IP Internet Protocol 
ISP Internet Service Provider 
JRC Joint Research Centre 
LAWS Lethal Autonomous Weapons Systems 
LGBTQ+ Lesbian, Gay, Bisexual, Transgender, Queer/Questioning 
MENA Middle East and North Africa 
NATO North Atlantic Treaty Organization  
OECD Organisation for Economic Co-operation and Development 
OODA Observe-Orient-Decide-Act 
R&D Research and Development 
STEM Science, technology, engineering and mathematics 
TTC EU-US Trade and Technology Council 
UAE United Arab Emirates 
UK United Kingdom 
UN United Nations 
UNESCO United Nations Educational, Scientific and Cultural Organization 
UNICRI United Nations Interregional Crime and Justice Research Institute 
UNOCT United Nations Office of Counter-Terrorism 
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UNSC United Nations Security Council 
US United States 
USA United States of America 
WG Working group 
5G 5th generation telecommunications networks 
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